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I. INTRODUCTION

The concept of contagion began in epidemiology, where it was used to describe the spread of disease between people in close contact. Nowadays contagion has taken on a broader meaning; it refers to any sort of process that can spread infectiously from node to node through a network. Here, using a simple susceptible-infected model of contagion, we explore the downstream impact of a single mutation event. Assuming that this mutation occurs at a random node in the contact network, we calculate the distribution of the number of “descendants,” \( d \), downstream from the initial “patient zero” mutant. We find that the tail of the distribution decays as \( d^{-2} \) for complete graphs, random graphs, small-world networks, networks with block-like structure, and other infinite-dimensional networks. This prediction agrees with the observed statistics of memes propagating and mutating on Facebook and is expected to hold for other effectively infinite-dimensional networks, such as the global human contact network. In a wider context, our approach suggests a possible starting point for a mesoscopic theory of contagion. Such a theory would focus on the paths traced by a spreading contagion, thereby furnishing an intermediate level of description between that of individual nodes and the total infected population. We anticipate that contagion pathways will hold valuable lessons, given their role as the conduits through which single mutations, innovations, or failures can sweep through a network as a whole.
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II. DESCENDANT DISTRIBUTIONS

To make analytical progress, we consider an extremely simplified model in which each node is either susceptible or permanently infected (Fig. 1). This SI model effectively assumes infinite transmissibility of the contagion and ignores the possibility of recovery, death, migration, vaccination, temporary immunity, latency periods, heterogeneity of susceptibility and infectiousness, and many other realistic considerations. All of these would make for interesting extensions of our work.

As the contagion spreads [Fig. 1(a)], we record which nodes caught it from which, and plot the resulting paths of infection as an epidemic tree [Fig. 1(b)]. Then we count how many nodes would be affected by a mutation occurring at a random “patient zero” node. In the example shown in Fig. 1(c), the mutant infection occurs at node \( B \) and is passed along to the two nodes below it. Of course, if the mutation had occurred elsewhere, it could have produced either more descendants (e.g., three descendants, had the mutation occurred at \( A \)) or fewer (zero descendants, had it occurred at \( C \)). Thus, the natural statistical quantity to study is the distribution of the number of descendents. Here, we derive exact results for the impact of a single mutation event, assuming the contagion dynamics are governed by the so-called susceptible-infected (SI) model. Our goals are to understand, in a statistical sense, how many nodes will ultimately get infected by the mutant strain and to clarify how the results depend on the structure of the underlying contact network.
FIG. 1. Simple SI model of contagion spreading on a network and its corresponding epidemic tree. Black filled circles denote susceptible nodes; red filled circles, infected nodes; red open circles, nodes infected by a mutant strain of the infection. (a) Starting with a single infected seed $O$ at time $t = 0$, another node gets infected at random at the next time step. Any edge between an infected node and a susceptible node has an equal chance of being the next edge over which the contagion spreads. We keep track of which nodes transmitted and received the infection at every time step, until ultimately every node is infected. (b) The epidemic tree shows who infected whom in the contagion process depicted in panel (a). We draw this tree with the seed on top. The nodes that the seed infected are drawn in the second layer, and so on. A descendant of node $i$ is defined as any node that directly or indirectly received the infection from node $i$. Such a descendant node $j$ can be reached by starting at node $i$ and following a sequence of directed edges downward through the epidemic tree until the path ends at $j$. (c) If a mutant infection occurs at some node ($B$, in the example shown here), that node passes the mutated strain on to all its descendants (two descendants, in this example).

of the number of descendants, aggregated over all possible patient-zero nodes.

In one sense, the dynamics assumed here are trivial: one node after another gets infected until no susceptibles remain. But what is not trivial are the descendant distributions implied by the model, because they also depend on the network’s structure.

One limiting case is already understood. In a completely structureless, well-mixed population, the impact of a single mutation can be quantified by the classical stochastic process known as the Yule process. In that case, the probability that a mutant generates exactly $d$ descendants is

$$P_d = \frac{1}{(d + 2)(d + 1)}.$$  \hspace{1cm} (1)

To the best of our knowledge, however, it has been an open problem to extend this result to structured populations.

To learn what to expect, we first compute descendant distributions numerically from Monte Carlo simulations [26]. For a given random realization of the SI contagion process on a given network, like the one shown in Fig. 1(b), we count the number of descendants of each node and compile a histogram. This histogram, however, merely gives the descendant distribution for one realization of the stochastic dynamics. To extract a more robust statistical measurement, we average over the random location of the initially infected seed node, as well as the random decisions of whom to infect at each step, to obtain an average descendant distribution.

Figure 2 shows the average descendant distribution for the simplest possible network structure: a complete graph, in which each node is connected to all the others. The downward slope of the plot indicates that many nodes have few descendants, and a few nodes have many descendants. Of course, the seed $O$ has every other node as its descendant, as an artifact of the assumed initial conditions. Its corresponding data point in Fig. 2 lies off the curve for this reason.

The most striking feature of the descendant distribution in Fig. 2 is its apparent power-law decay for $d \gg 1$. To explain this scaling law intuitively, recall that one way of getting power-law distributions is through rich-get-richer effects [27–30], and observe:

(i) if node $i$ infected node $j$, the ancestors of $j$ will be $i$ and all the ancestors of $i$;

(ii) a node $i$ can acquire a new descendant $j$ if it passes the infection on to $j$, or if one of its descendants passes the infection on to $j$.

The first point means that our model contagion process is equivalent to a network that grows by node copying [31].
For large values of $a$ a random patient-zero node. The dashed line shows the analytical infection would have on the rest of the population, had it started at in the network. This distribution quantifies the impact that a mutant computed distribution of the number, started with a single seed node. Filled circles show the numerically proportional to $d$ over $10^3$ realizations of the random contagion process, each of which

$$\frac{N}{d} \sim \frac{1}{(a + 1)}.$$

Likewise, for several classes of random networks, the descendant distributions can be derived in the limit of infinite network size. For $z$-regular configuration models and Erdős–Rényi random graphs with average degree $z$, we obtain [32] the infinite-$N$ solution

$$P_d = \frac{z}{z - 1 + 2p}B\left(\frac{z - 1 + 2p}{z - 2 + 2p}, d + 2\right).$$

where $B(a, b)$ denotes the beta function. Importantly, this expression reduces to the complete-graph solution for large values of $z$. More complicated network structures yield similar results [32]. For networks consisting of equally sized Erdős–Rényi “blocks” with mean degree $z$, and with probability $p$ of connecting each node to a node chosen uniformly at random from nodes located in other blocks, we obtain the solution

$$P_d = \frac{z - 1 + 2p}{z - 2 + 2p}B\left(\frac{z - 1 + 2p}{z - 2 + 2p}, d + 2\right).$$

Finally, for a small-world network created by inserting random shortcuts in a ring lattice, with probability $p$ of connecting each node with another node chosen uniformly at random [34], the analytical solution [32] is

$$P_d = \frac{4p + 1}{4p}B\left(\frac{4p + 1}{4p}, d + 2\right).$$

This result agrees well with simulations; see Fig. 1 in the Supplemental Material [32].

FIG. 2. Descendant distribution for the SI contagion process on a complete graph. We simulated the SI model on complete graphs of $N = 10^4$ nodes and averaged the resulting descendant distributions over $10^7$ realizations of the random contagion process, each of which started with a single seed node. Filled circles show the numerically computed distribution of the number, $d$, of descendants of each node in the network. This distribution quantifies the impact that a mutant infection would have on the rest of the population, had it started at a random patient-zero node. The dashed line shows the analytical result (2). For large values of $d$, the descendant distribution declines proportional to $d^{-2}$.

The second point suggests that the probability of a node acquiring more descendants should grow, loosely speaking, in proportion to the number of descendants it already has, thereby making the rich richer.

To sharpen this intuition, we calculate the descendant distribution $P_d$ analytically for some exactly solvable networks [32]. First, for a complete graph in the limit $N \to \infty$, we recover the classical result of Yule,

$$P_d = \frac{1}{(d + 2)(d + 1)}.$$  \(\text{Eq. (2)}\)  

This result was also found by Krapivsky and Redner for the in-degree distribution of networks growing by node copying [31]. Figure 2 shows that this result agrees well with our simulation data. For further discussion of the connection between the Yule process and rich-get-richer effects, see Ref. [33].

Likewise, for several classes of random networks, the descendant distributions can be derived in the limit of infinite network size. For $z$-regular configuration models and Erdős–Rényi random graphs with average degree $z$, we obtain [32] the infinite-$N$ solution

$$P_d = \frac{z - 1 + 2p}{z - 2 + 2p}B\left(\frac{z - 1 + 2p}{z - 2 + 2p}, d + 2\right).$$  \(\text{Eq. (3)}\)

where $B(a, b)$ denotes the beta function. Importantly, this expression reduces to the complete-graph solution for large values of $z$. More complicated network structures yield similar results [32]. For networks consisting of equally sized Erdős–Rényi “blocks” with mean degree $z$, and with probability $p$ of connecting each node to a node chosen uniformly at random from nodes located in other blocks, we obtain the solution

$$P_d = \frac{z - 1 + 2p}{z - 2 + 2p}B\left(\frac{z - 1 + 2p}{z - 2 + 2p}, d + 2\right).$$  \(\text{Eq. (4)}\)

Figure 3 shows the simulation results for $z$-regular configuration models, Erdős–Rényi random graphs, and modular networks with block structure, all of size $N = 10^4$. When plotted in a manner suggested by Eqs. (3) and (4), the simulation data for the different random networks collapse onto a single curve (Fig. 3), consistent with the analytical approximation.

Finally, for a small-world network created by inserting random shortcuts in a ring lattice, with probability $p$ of connecting each node with another node chosen uniformly at random [34], the analytical solution [32] is

$$P_d = \frac{4p + 1}{4p}B\left(\frac{4p + 1}{4p}, d + 2\right).$$  \(\text{Eq. (5)}\)

This result agrees well with simulations; see Fig. 1 in the Supplemental Material [32].

FIG. 3. Descendant distributions for the SI contagion process on random networks. We simulated the SI process on $z$-regular configuration models, Erdős–Rényi (ER) networks, and networks with block structure of $N = 10^4$ nodes. The block network has four equally sized Erdős–Rényi blocks and parameters $z = 8.25$ and $p = 0.002$. The descendant distributions have been rescaled to collapse onto a single curve. This rescaling involved adding $\tilde{x}(z) = (z - 1 + 2p)/(z - 2 + 2p)$ to $d$, and multiplying $P_d$ by $\tilde{x}(z)^{-1}$, the inverse of the scaling factor of $P_d$.

III. SCALING LAW FOR THE TAIL

All the descendant distributions we have calculated so far turn out to decay asymptotically according to the same power law:

$$P_d \propto d^{-2}$$  \(\text{Eq. (6)}\)
over 10 simulations for each cascade size. The smallness of the predefined cascade sizes 100, 400, and 2000 and are averaged uniformly at random. The descendant distributions shown here have the realization, and started a new simulation with a seed chosen we stopped the spreading, obtained the descendant distribution for until exactly a predefined number of nodes were infected. Then started a contagion at a random seed node and ran the simulation together, this subnetwork contains 4039 nodes and 88 234 edges. We dimensional as

\[
\text{dimensional as}
\]

shares with the random networks: they all become infinite square scaling follows from a property that the complete graph
d\text{dant distribution for contagion on the complete graph.}

the distribution. Apart from these effects, the descendant distribution falls on the curve expected for highly connected infinite-dimensional networks, here illustrated with the analytical solution for the descendant distribution for contagion on the complete graph.

for \(d \gg 1\). Further analysis [32] indicates that this inverse-square scaling follows from a property that the complete graph shares with the random networks: they all become infinite dimensional as \(N \to \infty\). (Here, we consider a network to be infinite dimensional if the area and volume of a ball of radius \(s\) grow equally fast with \(s\); in this context, a ball of radius \(s\) is defined as the set of all nodes within \(s\) hops of a given node. See Sec. V in the Supplemental Material for details [32] as well as Refs. [37,38] for further discussion of the concept of network dimension.)

On this basis, we expect that the same \(d^{-2}\) scaling should hold for other infinite-dimensional networks, but not for one-dimensional chains, two-dimensional grids, three-dimensional lattices, or other networks whose dimensionality remains finite and sufficiently small as the number of nodes tends to infinity. In some sense, this expectation is natural: there are well-known analogies between epidemic models and percolation models, and for many of these, the critical properties vary with dimension for a range of intermediate dimensions and then agree with mean-field theory above some upper critical dimension [1,13,39]. Simulations of the model contagion on two-dimensional square grids support this predicted dependence on dimension: descendant distributions deviate significantly from the \(d^{-2}\) scaling [32]. Interestingly, scale-free networks also show a departure from the scaling predicted above, but their descendant distributions merge with our predictions past a crossover, producing the same inverse-square decay in the tail [32].

Conveniently, many real-world networks are effectively infinite dimensional. Consider the social network Facebook, which as of June 2019 had more than 2.4 billion active users. In a fascinating study, Adamic et al. [25] examined memes spreading from friend to friend on the Facebook social graph. Typically, memes would propagate from one user to another without being altered, but occasionally a user would change the content of the meme before resharing it. This would make a new variant of the meme, which would then spread on the network along with previously existing copies. Adamic et al. [25] examined the frequency of different variants of rarely changing memes and found that the frequency distribution of the most widely shared variants followed an inverse-square law. Specifically, they found the exponent to be \(-2.01 \pm 0.15\). This exponent matched the prediction of a mean-field model (the Yule process), but it remained unclear why a model without any underlying network structure could account for the exponent obtained from the actual Facebook network.

Our work suggests that the observed exponent of \(-2\) is a consequence of the approximate infinite-dimensionality of the Facebook network. Indeed, Fig. 4 shows that when we simulate our simple contagion process on a small subnetwork of Facebook [35,36], the resulting descendant distributions match what we would expect for highly connected infinite-dimensional networks. In particular, apart from effects caused by the small size of the subnetwork, an approximate power-law tail with a slope close to \(-2\) emerges.

IV. DISCUSSION

The epidemic trees analyzed in this paper, along with their associated pathways of contagion, have been studied previously in diverse disciplines. They have been called adoption paths [20], dissemination trees [40,41], spreading patterns [42], causal trees of disease transmission [43], diffusion structure patterns [44], the structure of diffusion events [45], and epidemic trees [46]. We have chosen to adopt the term “epidemic trees,” although it comes with a significant caveat: Generally, the graph of the propagation paths for a contagion need not be a directed tree; in the case of a complex contagion [47], where each child node has two or more parents, the graph could be a directed graph with no cycles. But for the simple contagions studied here, where each child is assumed to have only one parent, the graph of the propagation paths is always a tree.

Although epidemic trees have been examined previously in specific data sets, their statistical properties have not been analyzed theoretically until now. We regard our results in that direction as among the main contributions of this paper.

In a wider context, our approach suggests a possible starting point for a mesoscopic theory of contagion, in which infection pathways, epidemic trees, and descendant distributions would play the leading role, operating at a scale in between the local level of individual nodes and the global level of the entire network.
To clarify these distinctions among the microscopic, mesoscopic, and macroscopic scales, consider the transition to a giant component in a susceptible-infected-removed (SIR) model of contagion on a network [1,13]. Above the transition, there exists a giant infected component of size proportional to N. Such macroscopic phenomena have been extensively and fruitfully studied in the literature on network contagion [1,2,7,13]. But giant component sizes and other macroscopic quantities lump all infected nodes together and thus discard information about which nodes infected which. Such causal information is retained in epidemic trees, which show the transmission pathways of contagion and thereby shed light on phenomena operating at the mesoscopic level.

These mesoscopic considerations inescapably come into play (at least for mutant contagions on infinite-dimensional networks) because the descendant distribution is a beta function with a $d^{-2}$ tail, as we have shown above. A consequence of this inverse-square scaling is that the expected size of the mutant infected component is of mesoscopic size comparable to $\log N$ for $N \gg 1$ and hence is intermediate in a precise sense; it is large compared with the $O(1)$ scale of individual nodes, but small compared with the $O(N)$ scale of the network itself, and of the giant infected (but nonmutated) component. Note, however, that the variance of this smaller network itself, and of the giant infected (but nonmutated) nodes, but small compared with the mean and variance do not adequately summarize the overall distribution of the number of mutant descendants, underscoring that one should rely only on the descendant distribution itself, as calculated here. As a first step, the work presented here shows that descendant distributions are going to have an inverse-square tail, as we have shown above. A consequence theoretically will require extending the analytical treatment to log $N \rightarrow \infty$. Hence its mean and variance do not adequately summarize the overall distribution of the number of mutant descendants, underscoring that one should rely only on the descendant distribution itself, as calculated here. As a first step, the work presented here shows that descendant distributions are going to have an inverse-square tail on many real networks, even in the extreme period, and so on. Such heterogeneities have shown themselves to be important in the COVID-19 outbreak [48,49] and are also thought to play a crucial role in the spread of many other infectious diseases [50,51]. Handling these heterogeneities theoretically will require extending the analytical treatment to a more sophisticated framework, like quenched mean-field theory [8,15].
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