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ABSTRACT
Characterizing the multiscale nature of fluctuations from nonlinear and nonstationary time series is one of the most intensively studied contemporary problems in nonlinear sciences. In this work, we address this problem by combining two established concepts—empirical mode decomposition (EMD) and generalized fractal dimensions—into a unified analysis framework. Specifically, we demonstrate that the intrinsic mode functions derived by EMD can be used as a source of local (in terms of scales) information about the properties of the phase-space trajectory of the system under study, allowing us to derive multiscale measures when looking at the behavior of the generalized fractal dimensions at different scales. This formalism is applied to three well-known low-dimensional deterministic dynamical systems (the Hénon map, the Lorenz ’63 system, and the standard map), three realizations of fractional Brownian motion with different Hurst exponents, and two somewhat higher-dimensional deterministic dynamical systems (the Lorenz ’96 model and the on–off intermittency model). These examples allow us to assess the performance of our formalism with respect to practically relevant aspects like additive noise, different initial conditions, the length of the time series under study, low- vs high-dimensional dynamics, and bursting effects. Finally, by taking advantage of two real-world systems whose multiscale features have been widely investigated (a marine stack record providing a proxy of the global ice volume variability of the past \(5 \times 10^6\) years and the SYM-H geomagnetic index), we also illustrate the applicability of this formalism to real-world time series.
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I. INTRODUCTION
Chaos is frequently encountered in many natural systems and phenomena such as weather and climate,1–4 turbulent flows,5–9 the...
near-Earth electromagnetic environment, and so on. These systems are characterized by scaling behaviors, which reveal an underlying driving and/or coupling mechanism, often associated with a fractal structure. A fractal, in addition to being nowhere differentiable, is generally characterized by self-similarity, fine structure at arbitrarily small scales, and global/local irregularity that is not easily described in terms of the Euclidean geometry. Its complexity is typically quantified by the so-called fractal dimensions accounting for changing detail in a pattern with changing scale, also allowing us to discriminate between fractals and multifractals. Specifically, for a (mono)fractal, only one parameter (i.e., the Hausdorff dimension) completely describes its behavior under changes of scale; otherwise, for a multifractal, a hierarchy of dimensions is needed to fully characterize its scaling behavior.

Mathematically, fractals are usually described based on the definition of a partition function $\Gamma_q(\ell)$ via the coarse-grained weight of an invariant measure defined in terms of the probability of finding a filled portion of the phase-space. Indeed, if we define a positive measure $\mu$ over a support $\Omega$, in the limit $\ell \to 0$, $\Gamma_q(\ell)$ has a power-law behavior as

$$\Gamma_q(\ell) = \int_{\Omega} \mu \left(B_q(\ell)^{q-1} d\mu(x) \right) \sim \ell^{(q-1)D_q},$$

where $B_q(\ell)$ is a box of size $\ell$ centered at $x$. Equation (1) allows us to draw a link between the geometric properties of the phase-space trajectories of dynamical systems and the statistics of the scaling properties. Specifically, by means of Eq. (1), we derive that $\mu(B_q(x)) \sim \ell^{D_q}$, thus relating the generalized fractal dimensions to the correlation integrals of $q$-tuplets of points on the phase-space. Moreover, it is worthwhile to remark that for low-order $q$, this can be easily related to some useful measures like the box-counting dimension $D_0$, a statistical measure of complexity, the information dimension $D_1$, an information measure for random vectors, and the correlation dimension $D_2$, a measure of the dimensionality of the system’s trajectory in phase-space. By means of this multifractal formalism, new insights have already been gained in different fields as dynamical systems, and far-from-equilibrium systems.

Nowadays, in the era of big data and machine learning, one of the main challenges of data analysis is extracting and interpreting information from signals (e.g., Refs. 23–25). Obtaining such quantitative knowledge is particularly difficult when multiscale nonlinear and nonstationary signals are investigated. Such multiscale variability can arise via a multiplicity of different mechanisms, including different oscillatory modes arising due to the internal variability of different interdependent components (like atmosphere and ocean in the climate system), metastable states or specific (intermittent) dynamical regimes that are episodically approached, or multiple alternating dynamical patterns (like oscillations about different unstable fixed points in two- or multi-scroll chaotic oscillators such as the Lorenz ’63 attractor). Along with these different mechanisms, the specific properties of the resulting multiscale variability can differ markedly, for example, between distinct peaks and a broad continuum of time scales with significant variability in the power spectral density.

A particular challenge for the analysis of multiscale dynamics arises when studying fluctuations with respect to the average evolution in a system subject to random forces or undergoing chaotic motion. Indeed, fluctuations are able to change the dynamical behavior of a system, including its collective properties and underlying (unknown) driving mechanisms. This is, for example, the case for the Brownian motion where the nonlinear path of the suspended particles is attributed to fluctuations due to random collisions with molecules, being a manifestation of the atomic nature of the medium. Another example is turbulence where turbulent eddies, from the viewpoint of Richardson, create field fluctuations whose singularities significantly affect the local behavior of the fluid, being characterized by an unpredictable and chaotic behavior due to the nonlinear coupling of eddies of different size. Thus, a correct characterization of the phase-space properties and their statistical measures would require a deep investigation of multiscale fluctuations and their effects on the estimates of generalized fractal dimensions. This should in principle call for an initial identification of the different scale-dependent components, which contribute to the whole dynamics of a given physical system, followed by the quantitative characterization of scale-specific complexity.

Here, we propose a new formalism to investigate the multiscale geometrical and topological properties of physical systems based on the combination of two established techniques: empirical mode decomposition (EMD) and generalized fractal dimensions. We employ the EMD to deal with the problem of identifying fluctuations at different scales. It allows us to completely remove a priori mathematical assumptions such as stationarity and linearity of the signals under investigation, since the procedure is completely adaptive and based on local features of the signal. Then, having derived the embedded components at different mean scales, those are used as a source of local (in terms of scale) information. For this purpose, we introduce a new concept of multiscale measures by deriving the generalized fractal dimensions for each embedded structure. In this way, a new formalism, based on multiscale features of signals, is built up with the main aim of investigating how complexity varies among scales in a complex system, i.e., a physical system composed of many components which may interact with each other. The suitability of the above formalism is first illustrated for three paradigmatic deterministic model systems (the Lorenz ’63 system, the Hénon map, and the standard map) as well as three realizations of fractional Brownian motion, a widely studied type of stochastic processes, with different values of the Hurst exponent. We further present the corresponding results obtained from the analysis of two somewhat higher-dimensional dynamical systems (the Lorenz ’96 system and the on–off intermittency model). Finally, we discuss the application of our formalism to two real-world time series capturing the long-term behavior of the global climate during the last 5 million years (Myr) and the dynamical properties of the near-Earth electromagnetic environment as monitored by the SYM-H index.

II. METHODS

A. Empirical mode decomposition (EMD)

Empirical mode decomposition (EMD), first introduced by Huang et al., is an adaptive decomposition method for detecting oscillatory structures embedded within complex univariate signals.
Unlike considering a fixed decomposition basis in a mathematical space (as for Fourier and wavelet decompositions), the EMD procedure is based on an algorithmic procedure, known as the sifting process, which derives the decomposition basis by means of an iterative process exploiting the local properties of signals, with no a priori assumptions and requirements of linearity and/or stationarity of the analyzed signals.\textsuperscript{38} For a given signal $s(t)$, the sifting process acts as follows:

1. a zero-mean signal is constructed from $s(t)$, i.e., $r(t) = s(t) - \langle s(t) \rangle$, with $\langle \cdot \rangle$, denoting the time average;
2. the local maxima and minima of $r(t)$ are identified and interpolated by using cubic splines to derive upper and lower envelopes;
3. the mean $e_n(t)$ of the two envelopes is computed and subtracted from $r(t)$ to define a detail $h(t) = r(t) - e_n(t)$;
4. if the numbers of extrema and zero crossings are equal or differs at most by one and if the mean envelope of $h(t)$ has a zero mean, then $h(t)$ is assigned to be an Intrinsic Mode Function (IMF) or empirical mode; otherwise steps 1–3 are iterated $n$ times until a candidate detail $h_n(t)$ is assigned to be an IMF; and
5. steps 1–4 are repeated on the residual $r_n(t) = r(t) - h_n(t)$ until no more IMFs can be extracted.

From an analytical point of view, an IMF can be found only when $n \to \infty$. Thus, from a numerical perspective, a stopping criterion is needed to avoid an infinite loop cycle.\textsuperscript{43} Huang et al.\textsuperscript{44} first proposed a Cauchy-type convergence criterion in which the sifting process is stopped when

$$
\sigma_n = \sum_j \frac{|h_n(t_j) - h_{n+1}(t_j)|}{h_n(t_j)^2} < \epsilon,
$$

typically with $\epsilon \in [0.2, 0.3]$. In 2003, Rilling et al.\textsuperscript{45} suggested a new stopping criterion known as threshold method in which two thresholds, $\theta_1$ and $\theta_2$, are set to guarantee globally small fluctuations\textsuperscript{46} along with allowing for locally large excursions.\textsuperscript{47}

When the sifting process is completed, i.e., when no more IMFs can be extracted, the decomposition basis is formed by the set of IMFs $\{c_k(t)\}$, plus a residue of the decomposition $r(t)$, e.g., a non-oscillating function of time\textsuperscript{48} commonly describing monotonic trends in the mean of the signal under study, such that

$$
s(t) = \sum_{k=1}^{N} c_k(t) + r(t),
$$

with $N$ being the number of detected IMFs. Thus, it is a completely adaptive procedure, highly suitable for deriving embedded structures from nonlinear and/or nonstationary data.\textsuperscript{49} Furthermore, the decomposition basis $\{c_k(t)\}$ satisfies all mathematical requirements of a basis in an $L^2$ Hilbert space, including completeness, which is ensured by construction [see Eq. (3)], convergence, both analytically and numerically,\textsuperscript{50,51} local orthogonality, being derived from the local properties of the zeros of the first derivative, while global orthogonality, unless not theoretically guaranteed, is a posteriori satisfied since $\langle c_k, c_j \rangle = \delta_{kj}$, with $\langle \cdot \cdot \rangle$ and $\delta_{kj}$ being the inner product and the Kronecker tensor, respectively.

Once the decomposition has been completed, by means of the so-called Hilbert Transform (HT), we are able to investigate the local amplitude–frequency modulation embedded in a time series (e.g., Ref. 38). Given an empirical mode $c_k(t) \in L^2$, its HT $\tilde{c}_k(t)$ can be defined as

$$
\tilde{c}_k(t) = \frac{1}{\pi} \mathcal{P} \int_{-\infty}^{\infty} \frac{c_k(t')}{t-t'} dt',
$$

with $\mathcal{P}$ denoting the Cauchy principal value. By means of the conjugate pair $(\tilde{c}_k(t), \phi_k(t))$, we can introduce a complex signal

$$
z_k(t) = c_k(t) + i\tilde{c}_k(t) = a_k(t)e^{i\phi_k(t)},
$$

with

$$
a_k(t) = \sqrt{c_k(t)^2 + \tilde{c}_k(t)^2}, \quad \phi_k(t) = \tan^{-1}\left[\frac{\tilde{c}_k(t)}{c_k(t)}\right],
$$

where $a_k(t)$ and $\phi_k(t)$ are the instantaneous amplitude and phase of the $k$th empirical mode, respectively. Using the latter concept of instantaneous phase, the definition of an instantaneous frequency immediately follows as $\omega_k(t) = \frac{\partial \phi_k(t)}{\partial t}$ along with that of a mean timescale $\tau_k = \langle |a_k^{-1}(t)|^2 \rangle$, with $\langle \cdot \cdot \rangle$, identifying the time average.

Furthermore, by the set of empirical modes $\{c_k(t)\}$, the frequency–time distribution of the amplitude can be derived by defining the so-called Hilbert–Huang spectrum $H(\omega, t) = a(t, \omega)$, e.g., by contouring the squared instantaneous amplitudes in a time–frequency plane.\textsuperscript{52} It represents the original signal at the local level and can be used to define the joint probability density function $P(o, a)$ of finding a pair of values $(o, a)$ from the whole set of values of both the instantaneous frequencies $\omega_k(t)$ and amplitudes $a_k(t)$ of all IMFs together. Accordingly, the so-called Hilbert marginal spectrum can be derived as $H(\omega) = \int_0^\infty P(o, a)a^2da$, which can be easily generalized to a given moment order $q \geq 0$ by defining $S_q(\omega) = \int_0^\infty P(o, a)a^q da$, accounting for the statistical moment frequency distribution.\textsuperscript{44}

### B. Generalized fractal dimensions

Let $\{s_i\}_{i=1}^N$ be a signal whose trajectory belongs to a $D$-dimensional space $\mathcal{S}^D$, $D = 1, \ldots, \infty$, although typically lying on a subset $\mathcal{S}^d \subseteq \mathcal{S}^D$, with $d < D$. Assuming a partition of the $D$-dimensional space into $M$ hypercubes of size $\ell$, by defining $p_i = \lim_{\ell \to \infty} (N_i / N)$ (with $N_i$ denoting the number of data points falling into the $i$th hypercube) as the probability of visiting the $i$th box, a natural measure of the phase-space trajectory $ds(t_i)$ can be defined since $p_i = \int_{\mathcal{S}^d} m_i ds(t_i)$.\textsuperscript{51} By recalling Eq. (1) and letting $B(\ell)$ be the hypercube of size $\ell$ centered at the point $s$ in this phase-space, Hentschel and Procaccia\textsuperscript{52} derived

$$
D_q = \lim_{\ell \to 0} \frac{\log \Gamma_q(\mu, B(\ell))}{\log \ell} = \frac{1}{q-1} \lim_{\ell \to 0} \frac{\log \sum_{i=1}^M p_i^q}{\log \ell},
$$

From Eq. (8), it directly follows that

- $D_0 = -\lim_{\ell \to \infty} \frac{\log N(\ell)}{\log \ell}$ is the fractal (or similarity, capacity, or box-counting) dimension, with $N(\ell)$ being the number of hypercubes of size $\ell$ containing points on the observed trajectory in phase-space;
For this purpose, we first consider a time-at different scales

\[ f(t) = f(x(t), y(t), z(t)) \]

I Notably, the dynamical behavior of a

\[ D_2 = \lim_{\varepsilon \to 0} \frac{\log \sum p_i^2}{\log \varepsilon} = \lim_{\varepsilon \to 0} \log \frac{C(\varepsilon)}{\varepsilon} \]

is the correlation dimension, with \( C(\varepsilon) \) being the correlation integral;\(^{1,2}\) and

\[ D_{q>2} \]

are the generalized dimensions associated with the correlation integrals of \( q \)-tuplets of points in phase-space.\(^{11}\)

\[ D_1 = \lim_{q \to 1} \frac{\log \sum p_i}{\log \varepsilon} = -\lim_{\varepsilon \to 0} \frac{S(\varepsilon)}{\log \varepsilon} \text{ is the information dimension, with } S(\varepsilon) = -\sum p_i \log p_i \text{ being the Shannon entropy;}^{27}\]

\[ D_{\delta} = \lim_{\varepsilon \to 0} \frac{\log \sum p_i^\delta}{\log \varepsilon} \]

C. Multiscalar measures of fluctuations

As stated in Sec. 1, many natural phenomena comprise multiscale fluctuations of different origin and with different dynamical properties, which contribute to the collective behavior of a physical system, although less attention has been paid so far to measuring information at different scales. To deal with this problem a new formalism is introduced below based on the combination of the previous concepts of empirical mode decomposition and generalized fractal dimensions. By keeping in mind that a signal could manifest a multiscale behavior and writing,

\[ s(t) = \langle s(t) \rangle + \sum_t (s_t(t)), \quad (9) \]

with \( \langle s(t) \rangle \) being a steady-state average value and \( \delta s_t(t) \) a fluctuation at scale \( t \); we can define, for \( \sum_t \delta s_t(t) \), a local (in terms of time scale) natural measure \( d\mu_t \), in a way similar to the concept of scale-local Rényi dimensions.\(^{10,44}\) For this purpose, we first consider a partition function

\[ \Gamma(\mu_t, B_\varepsilon(\varepsilon)) = \int d\mu_t(s) \mu_t(B_\varepsilon(\varepsilon))^q \sim \varepsilon^{q-d(1-D_\varepsilon)}, \quad (10) \]

with \( B_\varepsilon(\varepsilon) \) being the hypercube of size \( \varepsilon \) centered at the point \( s \) on the space of the \( \sum_t \delta s_t \). Thus, the multiscale generalized fractal dimensions read

\[ D_{\varepsilon} = \frac{1}{q-1} \lim_{\varepsilon \to 0} \frac{\log \Gamma(\mu_t, B_\varepsilon(\varepsilon))}{\log \varepsilon}. \quad (11) \]

This approach is quite similar to the concept of partial (or directional) dimensions proposed by Grassberger\(^{45}\) allowing a decomposition of the phase-space trajectory into three main directions: continua, discrete points, and Cantor-like sets.\(^{47}\) They are generalizations of the Hausdorff dimension derived from covering the phase-space by means of ellipsoids of different sizes, thus properly considering the phase-space coverage over different directions. However, instead of fixing a direction, here we deal with deriving the intrinsic scales embedded in the signal \( s(t) \) by using an adaptive nonlinear and nonstationary procedure like the EMD (i.e., \( \delta s_t(t) = c_t(t) \)) and then deriving information on the phase-space trajectory by investigating the behavior of the generalized dimensions at different scales \( t \). Thus, the procedure can be summarized by the following steps:

1. extract embedded oscillations from \( s(t) \) by using the EMD;
2. evaluate intrinsic mean timescale \( \tau_k \) of each IMF (indexed by \( k \));
3. evaluate partial sums of Eq. (3) at different scales

\[ \sum_t \delta s_k(t) \to F_k(t) = \sum_{t=1}^{t=1} c(t), \quad (12) \]

with \( k^* = 1, \ldots, N_k \) (we remark that by construction, IMFs are ordered from short to long scales, e.g., \( \tau_{k_1} = \tau_{k_2} \));
4. for each scale \( k^* \) (i.e., for each \( \tau_{k^*} \)) evaluate the multiscale generalized dimensions \( D_{\varepsilon} \) from \( F_{k^*}(t) \); and
5. by using the Legendre transform evaluate the multiscale singularities and singularity spectrum

\[ \alpha_t = \frac{d}{dq} \left[ (q-1)D_{\varepsilon} \right], \quad (13) \]

\[ f_t = \frac{d}{dq} \left[ (q-1)D_{\varepsilon} \right]. \quad (14) \]

From Eq. (12), we may expect that when \( k^* \to N_k \), then \( D_{\varepsilon} \to D_\varepsilon \), with \( D_\varepsilon \) being the generalized fractal dimensions proposed by Hentschel and Procaccia.\(^{48}\) Notably, the dynamical behavior of a multiscale nonlinear and nonstationary system is strongly affected by the local properties of fluctuations such that different dynamical features and behaviors can be investigated by following this approach. In the following, we provide some illustrative numerical examples and highlight possible applications to real-world systems to disentangle the different dynamical components and characterize processes of different origin.

III. NUMERICAL EXAMPLES

A. A low-dimensional discrete system: The Hénon map

As a first example, we consider the Hénon map,\(^{49}\) a time-discrete dissipative deterministic dynamical system defined as

\[ x_{t+1} = 1 - \mu_1 x_t^2 + \mu_2 y_t, \quad (15) \]

\[ y_{t+1} = \mu_2 x_t, \quad (16) \]

with \( \mu_1 \) and \( \mu_2 \) being two control parameters. Originally introduced as a simplified model of the Poincaré section of the famous Lorenz ’63 system (see below), it exhibits chaotic behavior with a strange attractor when \( \mu_1 = 1.4 \) and \( \mu_2 = 0.3 \) as shown in Fig. 1 (left panel, black dots), and a fractal nature, smooth in one direction and a Cantor set in the other, leading to \( D_0 \simeq D_1 \simeq D_2 = 1.24 \pm 0.03 \), accounting for small discrepancies with generally \( D_0, D_1, D_2 \in [1.21, 1.26]\).\(^{12}\) Being further characterized by a broad power spectrum with (depending on the control parameter values) several possible peaks,\(^{13}\) we consider the Hénon system as an example for a dynamical system exhibiting variability at multiple scales.

We numerically solve the Hénon map by using a total number of \( N = 8192 \) iterations and apply the EMD algorithm to the resulting time series of both \( x_t \) and \( y_t \) separately (for comparison, we also evaluated IMFs obtained only for \( x_t \), since \( y_t \) is immediately derived from \( x_t \), and we could confirm that the empirical modes extracted from \( y_t \) are the same than those extracted from \( b_{x_0} \)). We obtain a set of \( N_0 = 11 \) empirical modes for both dynamical variables \( x_t \) and \( y_t \), with timescales ranging between \( \tau_1 \approx 3 \) a.u. (arbitrary units) and \( \tau_{11} \approx 3000 \) a.u. Then, we evaluate (without
considering time-delay embedding as in Takens\textsuperscript{8,9}) the multiscale generalized dimensions \(D_{q,\tau}\) for different \(k^*\) whose behavior as a function of \(\tau\) is reported in the right panel of Fig. 1. We clearly note a timescale dependence of the generalized fractal dimensions, with \(D_{q,\tau}\) decreasing as the timescale \(\tau\) increases, converging toward the expected value for \(k^* = 7 < N_q = 11\), thus suggesting that a subset of modes contains the essential information of the time series. Therefore, we can consider reconstructions of IMFs up to the mode index at which \(D_{q,\tau}\) approaches a constant (i.e., the expected value \(D_\delta\)),

\[
P_{j,\tau}^{(x)} = x_i^{(j)} = \sum_{k=1}^{7} c_{j,k}^{(x)},
\]

\[
P_{j,\tau}^{(y)} = y_i^{(j)} = \sum_{k=1}^{7} c_{j,k}^{(y)},
\]

and investigate the phase-space dynamics in the 2D phase-space \((x_i, y_i)\) as reported in the left panel of Fig. 1 (red points). By comparing the phase-space dynamics obtained by using the whole time series \(x_t\) and \(y_t\) with that obtained by \(x_i^*\) and \(y_i^*\), a pretty good agreement is found, thus confirming that the whole information about the geometric and topological properties of the Hénon map is stored in a subset of “informative” empirical modes.

We further use the Hénon system to assess the performance of our formalism with respect to noise, sensitivity to the initial conditions, and to the number of iterations (length of the time series). These are crucial aspects for the estimation of generalized fractal dimensions as emphasized in Ref. 11. We only show here the results for \(q = 2\) for a better comparison between the different cases; however, similar considerations can be drawn also for \(q \neq 2\) (not shown).

As expected, there is an effect due to the length of the time series (see Fig. 2, left panel), especially for the short-timescale modes. This feature had already been reported in the seminal work by Hentschel and Procaccia\textsuperscript{1}, who first stated that there should be a sufficient number of points to accurately estimate the generalized fractal dimensions. However, the value at which \(D_{q,\tau}\) converges for the different numbers of data points is compatible with the estimate of \(D_\delta \simeq 1.22 \pm 0.03\) for the Hénon system,\textsuperscript{11} and the timescale \(\tau_0\) at which the convergence is first observed does not change with the number of points (\(\tau_0 \sim 200\) a.u. for \(N = 2^{13}\)),\textsuperscript{8,9,13} Moreover, we also assess the significance of our multiscale dimension estimates with respect to the initial condition of the Hénon map. To deal with this aspect, we study four different realizations of the Hénon system (without noise) starting from initial conditions within a circle of radius \(\epsilon = 0.01\) around the point \((x_0, y_0) = (0.1, 0.1)\). As shown in the central panel of Fig. 2, there is no significant dependence of our results on the choice of the initial condition.\textsuperscript{81} As a final test, we also show that the generalized fractal dimension increases (as expected) when Gaussian white noise is added to the Hénon map (see Fig. 2, right panel), leading to markedly elevated correlation dimension estimates.\textsuperscript{82} It is notable that the particularly large correlation dimension estimates close to \(D_\delta = 2\) that are associated with the first IMF are compatible with the expected value for white noise (see below), which supports the previously reported feature of the EMD to extract the noise component of time series as its first empirical mode.\textsuperscript{83}

These latter results are further confirmed by looking at the behavior of the multiscale generalized fractal dimensions \(D_{q,\tau}\) for a purely white Gaussian noise process as reported in Fig. 3. We clearly note a scale-independent nature of \(D_{q,\tau}\), immediately converging to the expected value \(D_\delta = D_\delta = 2\) \(\forall q > 0\) when only the first empirical mode is considered with an embedding dimension \(m = 2\) corresponding to the number of variables of the Hénon map. This result thereby highlights the mono-fractal nature of white noise processes at all timescales\textsuperscript{8} and allows us to directly assess the performance of our formalism with respect to a white noise. We also estimated the multiscale generalized fractal dimensions for different colored Gaussian noise realizations with various Hurst exponents \(H\). For all those cases, we consistently obtained a scale-independent nature of \(D_{q,\tau}\) that converge toward the expected value \(D_\delta = D_\delta = 2 - H\) \(\forall q > 0\) (not shown). We also observed that, as expected,\textsuperscript{93} for all realizations, the EMD is able to extract the same number of IMFs that corresponds to \(\log_2 N = 13\).
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and
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manifesting a chaotic behavior with a well-known strange attrac-
tor, as illustrated in Fig. 4 for \((\sigma, r, b) = (10, 28, 8/3)\). The behavior of
the Lorenz ’63 system has been thoroughly investigated else-
where, also concerning the characterization of the dimensionality
of its phase-space trajectories for which \(D_q = 2.05 \pm 0.02\) \(\forall q > 0\)
(e.g., 11 and 12). Its multiscale dynamics originates from the pres-
ence of two distinct processes—chaotic oscillations in any of the two
parts of the associated double-scroll attractor and jumps between
both parts—along with the presence of weakly repulsive unstable
low-periodic orbits and leads to a broad power spectrum with
eventually arising spectral peaks.\(^{13}\)
Here, we use Euler’s method to generate a numerical solution
of Eqs. (19)–(21) with a time step of \(\Delta t = 10^{-2}\) a.u., a total number
of iterations \(N = 8192\), and random initial conditions for the three
dynamical variables \(\{x(t_0), y(t_0), z(t_0)\} = \{x_0, y_0, z_0\}\). As usual for
dissipative dynamical systems, we start from some initial transient
before the attractor is reached, which is then eliminated by remov-
ing the first part of the trajectory. We separately decomposed each
dynamical variable (i.e., \(x, y, \) and \(z\)) via the EMD (we also decom-
posed all dynamical variables via a multivariate extension of the
EMD (i.e., the MEMD algorithm\(^{15}\)) and we derived the same num-
ber of empirical modes with similar dynamical features) and thereby
derived a set of \(N_k = 7\) empirical modes for each dynamical variable,
with timescales ranging from \(\tau_1 \approx 0.1\) a.u. to \(\tau_7 \approx 40\) a.u. It is inter-
esting to note that the first empirical mode oscillates with a mean
timescale which is compatible with the characteristic frequency of
the Lorenz ’63 system for \((\sigma, r, b) = (10, 28, 8/3)\), which has been
found to be \(\omega \approx 8.3,^{5,6} 9\) Then, we evaluate \(F_{\tau}(t)\) as in Eq. (12) for
\(k' \in [1, N_k]\) and the multiscale generalized fractal dimensions
\(D_{\tau, k'}\) as in Eq. (11). The behavior of \(D_{\tau, 5}\) as a function of the mean timescale
\(\tau\) of each empirical mode, derived without using time-delay embed-
ding technique but directly exploring the phase-space of the Lorenz
’63 system,\(^{6}\) is reported in Fig. 4.
From Fig. 4, we note that the values of the generalized fractal
dimensions \(D_{\tau, k'}\) exhibit a clear timescale dependence, decreasing as
the timescale increases, as a consequence of the “more regu-
lar” and smoother behavior of empirical modes moving from short
to long timescales, approaching the expected value of \(D_q = 2.05\) \(^{12}\) when
\(k' = 5\), which is again less than the total number of IMFs
carried out by the procedure \((N_k = 7)\). As previously stated, due to
the completeness property of the EMD following from Eq. (3),
we clearly expect that when \(k' \rightarrow N_k\), then \(D_{\tau, k'} \rightarrow D_q\) with \(D_q\)
being the generalized fractal dimensions as proposed by Hentschel
and Procaccia.\(^{11}\) However, here we note again that the expected
dimensions are approached when \(k' < N_k\), i.e., that only a subset
of empirical modes is needed to recover the essential geometric and
topological information on the phase-space of the Lorenz ’63 sys-
tem. Thus, by keeping fixed \(k' = 5\), we reconstruct \(F_{\tau}(t) = F_q(t)\) as
in Eq. (12) for each dynamical variable as
\[
F_{\tau}^{(x)}(t) = x(t) = \sum_{k=1}^{5} c_k^{(x)}(t),
\]
\[
F_{\tau}^{(y)}(t) = y(t) = \sum_{k=1}^{5} c_k^{(y)}(t),
\]
\[
F_{\tau}^{(z)}(t) = z(t) = \sum_{k=1}^{5} c_k^{(z)}(t),
\]
and investigate the phase-space dynamics in the 3D phase-space $(x^*, y^*, z^*)$ as reported in Fig. 4 (colored lines). It is clearly notable that the geometric properties of the Lorenz ’63 attractor are recovered, thus suggesting that we can infer both geometric and topological information about the phase-space trajectories with few “informative” empirical modes, i.e., a reduction in the complexity has been obtained, together with a clear scale-to-scale dependence of geometric and topological properties of the Lorenz ’63 system.

C. A low-dimensional multifractal discrete system: The standard map

As a third low-dimensional deterministic example, we consider the (non-dissipative) standard map defined as

$$p_{t+1} = p_t - K \sin(2\pi \theta_t),$$  \hspace{1cm} (25)

$$\theta_{t+1} = \theta_t + p_{t+1},$$  \hspace{1cm} (26)

with fixed $K = 1$, which marks the onset value of a chaotic behavior that can be well recognized in the $(\theta_t, \theta_{t+1})$ plane (see Fig. 5, left panel). When the standard map is considered, a wider spectrum of generalized dimensions is found (e.g., Ref. 13), some of which can be analytically evaluated by means of a similarity with the Fibonacci numbers, leading us to have a bounded region for $D_q \in [D_{\infty}, D_{\infty}] = [0.5, 0.924]$ and $D_0 \approx 0.87$.

This provides evidence for a multifractal nature of the standard map, which is the reason why we consider this map as a last low-dimensional deterministic example in order to test if our formalism could be also helpful for distinguishing between mono-fractals and multifractals. As the two previously discussed low-dimensional deterministic systems, the standard map also exhibits multiscale dynamics\,\cite{14} associated with the presence of a mixed phase-space with regular and chaotic domains leading to the stickiness phenomenon, i.e., intermittent trapping of chaotic trajectories in the vicinity of regular islands.

After having numerically iterated the standard map up to $N = 8192$ with initial conditions in the domain of Hamiltonian chaos, we apply the EMD procedure carrying out a set of $N_q = 11$ empirical modes, whose timescales range between $\tau_1 \approx 4\,\text{a.u.}$ and $\tau_{11} \approx 2800\,\text{a.u.}$ Then, we evaluate the multiscale general fractal dimensions $D_{q,\tau}$ at different timescales $\tau$ and we clearly note that $D_{q,\tau}$ approaches the expected dimensions $D_q$ when $k^* \to N_q$, and (ii) multifractal features emerge, with $D_{q,\tau} \neq D_{q,\tau'}$ when $q \neq q'$, as reported in the right panel of Fig. 6. However, as for both the Lorenz ’63 system and the Hénon map, the expected dimensions $D_q$ are recovered with a subset of empirical modes, here $k^* = 6 \ll N_q$, and the geometry of the trajectory in phase-space can be reproduced by considering partial sums of Eq. (12)

$$F^{(p)}_{q,\tau} = \theta_t^{(p)} = \sum_{k=1}^{6} \varepsilon_k^{(p)},$$  \hspace{1cm} (27)

$$F^{(p)}_{q,\tau} = p_t^{(p)} = \sum_{k=1}^{6} \varepsilon_k^{(p)},$$  \hspace{1cm} (28)

thus allowing to again derive the essential geometric and topological information by using only few empirical modes (see Fig. 5, red points) as well as to show that the multifractal nature is a feature of the different timescales.

D. A one-dimensional stochastic process: The fractional Brownian motion

In order to complement the results for the previously mentioned class of white Gaussian noise, we next discuss the application of our formalism to three different stochastic processes belonging to the class of fractional Brownian motion. Fractional Brownian motion (fBm) provides a simple stochastic process model in statistics and information theory that accounts for the observational evidence of power-law spectra in natural time series.\,\cite{15} It can be completely described by a single parameter, the Hurst exponent $H$, which quantifies the associated degree of long-range dependence of the process. Due to its mono-fractal nature, its self-similarity property, and its Gaussian distribution, fBm is characterized by $D_q = D_b = 2 - H \forall q > 0$.\,\cite{16} Here, we consider three different
It is a simple character of fractional Brownian motion.

Indeed, a pretty good agreement is found (see Fig. 6), we are able to detect a scale-independent behavior with Hurst exponents \( H = 0.2, 0.5, \) and a persistent case \( H = 0.8 \), respectively.

By looking at the multiscale generalized fractal dimensions \( D_{q,t} \) (Fig. 6), we are able to detect a scale-independent behavior with \( D_{q,t} \rightarrow 2 - H \) within the first two empirical modes for the cases \( H = 0.2 \) and \( H = 0.5 \), while the expected fractal dimensions are recovered at \( k^* = 5 \) for \( H = 0.8 \). This behavior of the multiscale generalized fractal dimensions can be easily understood in terms of the different dynamical properties of fBm as the Hurst exponent approaches values larger than 0.5. Indeed, a more regular behavior is observed for \( H > 0.5 \) with a long-range correlated nature whose dynamical features are embedded in long-timescale empirical modes; conversely, for \( H < 0.5 \), the dynamics is well captured by short-term empirical modes; thus, \( D_{q,t} \) tend to converge soon to the expected values. Moreover, all \( D_{q,t} \) for \( q = 0, 1, \) and 2 collapse to the same values for the different \( \tau \) values, supporting the mono-fractal character of fractional Brownian motion.

The aforementioned features are easily observed by considering reconstructions of IMFs up to the mode index at which \( D_{q,t} \) approaches a constant value (i.e., the expected value \( D_0 \)) and by comparing the phase-space dynamics obtained by using the whole time series with that obtained by the reconstruction based on IMFs. Indeed, a pretty good agreement is found (see Fig. 7), thus confirming that the essential information about the geometric and topological properties is again stored in a subset of "informative" empirical modes.

E. A higher-dimensional system: The Lorenz ’96 model

By means of the previous deterministic examples, we were able to assess the performance of our formalism when applied to low-dimensional systems that can be seen as idealized low-order reductions of some more complex real-world systems. We now discuss the corresponding results for a higher-dimensional deterministic dynamical system, the Lorenz ’96 model. It is a simple system that Lorenz developed to bring the attention to the concept of “predictability” in weather forecasting in which the model variables are representative of the continuous time variation of an atmospheric quantity of interest at specific (discrete) locations on a periodic lattice representing a latitude circle. Despite its simplicity and phenomenological derivation, it is considered one of the main examples for studying the route toward spatiotemporal chaos. The model reads as

$$ \dot{x}_j = (x_{j+1} - x_{j-2})x_{j-1} - x_j + F, $$

where \( j = 1, \ldots, N_c \), \( x_j \) is the state variable of the system (e.g., the atmospheric temperature), and \( F \) is a constant forcing. The model is an autonomous, intrinsically nonlinear, and damped dynamical system under the action of an external forcing. Its properties have been extensively studied, revealing the emergence of chaos when the control parameters, i.e., \( N_c \) and \( F \), are varied.

We numerically solve Eq. (29) by employing a fourth-order Runge–Kutta time integration scheme with a time step \( \Delta t = 0.05 \) corresponding to 6-h resolution in real world time, by using \( N_c = 32 \) for three different values of the external forcing, \( F = 2, 6, \) and 10, and running up to \( N = 2^{15} \) time points. This allows us to explore different dynamical features of the model, passing from a stable non-chaotic steady-state solution characterized by ridging waves at \( F = 2 \) to a chaotic motion around an unstable equilibrium point when \( F = 10 \). Figure 8 reports the contours for a subset of time points of the Lorenz ’96 model for three different values of the external forcing \( F \), together with the phase-space trajectories of the first two variables \( x_1 \) and \( x_2 \).

By looking at the phase-space portraits (Fig. 8, bottom panels), we observe that as \( F \) increases the dynamics becomes more and more chaotic, as expected, with the Kaplan–Yorke dimension \( D_{KY} \) increasing as both \( N_c \) and \( F \) increase. With the present choice of parameters, it is expected to find \( D_{KY} \sim \{1, 14, 20\} \) for \( F = \{2, 6, 10\} \) and since \( D_{KY} \) is a useful tool to estimate the fractal dimension, we can use these estimates to assess our formalism based on the multiscale generalized fractal dimensions. Figure 9 (left panel) reports the behavior of the multiscale correlation dimension \( D_{q,t} \) for the three different values of \( F \) as an illustrative example, together with the phase-space portraits obtained by using the raw data (gray dots) and the reconstruction of IMFs up to \( k = k^* \). Similar findings have also been obtained for \( q \neq 2 \) (not shown).
From Fig. 9, we observe a timescale dependence of the generalized fractal dimensions \( D_{q,t} \), approaching a constant value for \( \tau \geq 600h \), corresponding to values of \( k^* = 3, 5, \) and 6 for \( F = 2, 6, \) and 10 that are lower than the total number of IMFs identified by the procedure \( (N_t = 7, 9, \) and 11, respectively). As for the previous examples, the convergence to the expected dimensions is observed for \( k^* < N_t \), i.e. again only a subset of empirical modes is needed to recover the essential geometric and topological information on the phase-space of the Lorenz ‘96 model. This can be clearly observed by comparing the phase-space dynamics of the raw data (gray lines) and the reconstruction of IMFs (colored lines) in the (\( x_1, x_2 \)) plane of the on–off intermittency model as obtained from the raw time series \( (x_1, x_2) \) (gray) and from reconstructions of empirical modes \( (x_1', x_2') \) up to \( k^* = 3, 5, \) and 6 (red, blue, and green, respectively) for the three different forcing values \( F = 2, 6, \) and 10 (from top to bottom, respectively).

F. A higher-dimensional bursting system: The on–off intermittency model

As a final example, we show the results from an on–off intermittency model to investigate how our formalism deals with bursting systems. The studied model has been proposed by Platt et al. as a five-dimensional dynamical system describing a process switching abruptly from extended periods of quiescence to bursts of large variation, i.e., the so-called on–off intermittency. The model equations read as

\[
\dot{x}_1 = x_2, \quad (30)
\]

\[
\dot{x}_2 = -x_1^3 - 2x_1x_3 + x_1x_5 - \mu_{01}x_2, \quad (31)
\]

\[
\dot{x}_3 = x_4, \quad (32)
\]

\[
\dot{x}_4 = -x_3^3 - \nu_{01}x_3^2 + x_3x_5 - \nu_{02}x_4, \quad (33)
\]

\[
\dot{x}_5 = -\nu_{03}x_5 - \nu_{04}x_5^2 - \nu_{05} (x_5^2 - 1), \quad (34)
\]

where \( \mu_{01}, \nu_{01}, \nu_{02}, \nu_{03}, \) and \( \nu_{05} \) are the control parameters and the system is inherently nonlinear. The model shows different interesting features, including the existence of a Lorenz ‘63 like attractor for a particular choice of the control parameters. For the purpose of the present study, we simulate the model dynamics for \( N = 2^{14} \) time steps via a Euler scheme with a \( \Delta t = 10^{-2} \) and by choosing \( \mu_{01} = 1.815, \nu_{01} = 1, \nu_{02} = 1.815, \nu_{03} = 0.44, \nu_{04} = 2.86, \) and \( \nu_{05} = 2.86. \)

After having applied the EMD procedure to the time series, we obtained a set of \( N_{t} = 7 \) empirical modes that are used to evaluate the multiscale generalized fractal dimensions \( D_{q,t} \) at different timescales \( \tau \). As shown in Fig. 10 (right panel), there is a clear scale-dependent behavior of \( D_{q,t} \) that tends to converge when \( k^* = 6 < N_t \) (although there is still recognizable variation between \( k^* = 6 \) and \( k^* = 7 \), the respective values of \( D_{q,t} \) can be considered similar within their estimated error bounds), thus allowing to reproduce the phase-space dynamics by using a subset of the whole set of empirical modes, as for the previous examples. However, we need to highlight here that the convergence to the expected \( D_q \) is obtained by excluding only 1 empirical mode from the whole set of IMFs. Among all dynamical systems studied in the present work, this feature only emerges for this particular example and can be attributed to a key role of bursting in determining the complexity of dynamical systems, together with a remarkable scale-to-scale dependence of geometric and topological properties that is observed up to relatively large timescales. Our approach, therefore, suggests that only a minor complexity reduction can be obtained in terms of empirical modes for such heavily intermittent systems.

FIG. 10. Left: Phase-space portrait in the \( (x_1, x_3) \) plane of the on–off intermittency model as obtained from the raw time series (gray) and from reconstructions of empirical modes up to \( k^* = 6 \) (blue). Right: Behavior of the multiscale generalized fractal dimensions \( D_{q,t} \) vs the timescale \( \tau \) for \( q \in [0, 2] \). The gray dashed line marks the timescale \( \tau^* \) at which the multiscale generalized dimensions \( D_{q,t} \) converge to the fractal dimensions \( D_q \).
IV. REAL-WORLD APPLICATIONS

Motivated by the successful application of our proposed formalism to a variety of numerical model systems with different types of dynamics (deterministic vs stochastic, time-discrete vs continuous, low-dimensional vs high-dimensional), in the following, we finally discuss two different case studies of real-world signals: the behavior of the global ice volume during the past 5 Myr and the variability of the near-Earth electromagnetic environment as monitored by the SYM–H geomagnetic index. Both time series represent different systems characterized by multiscale physical processes covering a wide range of time scales, allowing us to investigate how our formalism deals with real-world systems by means of two extensively studied examples.\textsuperscript{29,66–68}

We note that different from the paradigmatic model systems studied above, real-world time series often exhibit not only nonlinear but also nonstationary variability. Strictly speaking, such nonstationarity might not permit the estimation of nonlinear dynamical properties such as the generalized fractal dimensions or at least cast doubts on the proper interpretation of such estimates. Along with applying EMD as a first analysis step, we, however, guarantee here that an essential part of nonstationarity (i.e., slow “drifts” in the mean resulting in monotonic trends or slow variability components) is effectively filtered out by the EMD residual and the slowest oscillatory variability modes, respectively. As a consequence, the reconstructions based on partial sums of intrinsic mode functions representing faster variability components can be expected to exhibit a higher degree of stationarity than the original signals and, therefore, provide interpretable estimates of the generalized fractal dimensions.

As a last preliminary note, we emphasize that the successful application of our formalism to low-to-moderate dimensional paradigmatic model systems alone does not guarantee the applicability to arbitrary real-world time series. The following results shall, therefore, be considered as empirical evidence that the findings to be obtained from such kind of analysis can actually provide meaningful and relevant information on the dynamical characteristics of the system under study. Further bridging the gap between the low-dimensional models (partially being motivated by atmospheric phenomena in the case of the Lorenz ’83 and ’96 models) and the real-world observational time series in terms of additional analyses of the dynamics of more complex models of paleoclimatic and geomagnetic variability, respectively, will be a subject of future research.

A. LR04 paleoclimate record

As a first example, we consider the investigation of paleoclimate changes on different timescales. As also reported in several previous works (e.g., Refs. \textsuperscript{69–73}), the history of the Earth’s climate variability comprises periods in which global temperatures increased/decreased in a relatively regular oscillatory manner, whose variability changed during the so-called Mid-Pleistocene Transition (MPT), characterized by a pronounced 41-kyr (thousands of years) timescale before 1200 kyr BP and a different dynamical regime, in which oscillations on an about 100-kyr timescale dominate during the last 700 kyr.\textsuperscript{26} Several attempts have been made to characterize this transition, mostly dealing with the idea of the occurrence of a bifurcation on a slow manifold.\textsuperscript{11,25,69} Here, we test if our formalism can help characterizing the dynamical changes at different scales by looking for dimensionality reductions and/or bifurcations between different climate states.

For this purpose, we use the LR04 time series (consisting of \( N = 2115 \) data points), which has been constructed by stacking oxygen isotope ratio \((\delta^{18}O)\) data measured on benthic foraminifera from 57 globally distributed deep sea sediment cores (see Fig. 11, left panel) and is considered a combined proxy for the global ice volume and the deep ocean temperature during the past 5.3 Myr (millions of years).\textsuperscript{40} This record has been tuned to an orbitally driven ice sheet model in which changes in the 65°N summer solstice insolation due to long-term variations in the Earth’s orbital parameters are assumed to be the cause of variations of the global ice volume on orbital scales. We note that the LR04 time series has a non-uniform sampling, spanning from \( \Delta t = 1 \) kyr up to \( \Delta t = 5 \) kyr. Although it has no direct effect on the EMD procedure,\textsuperscript{40} this non-uniform sampling could slightly affect the estimation of the fractal dimensions via the time-delay embedding procedure proposed by Takens.\textsuperscript{25} Since the present work is not devoted on the comparison between existing phase-space reconstruction methods, we will not go deeper into typical problems affecting the time-delay embedding estimations. The reader is referred to Leksha and Donner\textsuperscript{26} for a detailed investigation of the performance of differential and time-delay embedding methods.

Applying EMD to the LR04 record, a set of \( N_q = 11 \) empirical modes has been obtained, which capture variability on timescales from \( \tau_1 \approx 7 \) kyr up to \( \tau_{11} \approx 1.6 \) Myr. By looking at the global energy distribution as measured by the Hilbert marginal spectrum \( H(\omega) \), we find evidence for three different regimes corresponding to \( 1/\omega \lesssim 10 \) kyr, \( 10 \) kyr \( \lesssim 1/\omega \lesssim 300 \) kyr, and \( 1/\omega \gtrsim 300 \) kyr, respectively (see Fig. 11, right panel).

Next, we evaluate the multiscale generalized fractal dimensions \( D_{q,\tau} \) at different timescales \( \tau \), whose behavior is clearly timescale-dependent with some interesting features, as shown in Fig. 12. \( D_{q,\tau} \) have been evaluated by time-delay embedding of each IMF with \( m = 3 \), but different embedding delays \( \Delta t \) corresponding to the first minimum of the time-delayed average mutual information function of each respective mode. The choice of \( m = 3 \) provides a balance
between the high-dimensional nature of the paleoclimate variability (especially on short timescales) and the observation that statistics can only be expected to provide qualitatively robust estimates up to \( m = m_{\text{max}} \) depending on the number of available embedding vectors.

First of all, by considering \( k^* = 1 \) all \( D_{q*} \) assume the same value close to 2, which is in agreement with the fact that when investigating real-world signals, the first IMF could be associated to the noise content of the time series, which is also supported by the flat spectrum observed for \( 1/\omega \lesssim 10 \text{ kyr} \). A similar behavior characterized by multiscale generalized fractal dimensions approaching a constant value is observed for \( 1/\omega \gtrsim 300 \text{ kyr} \) as well, with also \( D_{q>2} \) being characterized by similar values for all \( q \). Thus, this suggests (to good approximation) that a monofractal character is recovered at large timescales, also well in agreement with the flat spectrum observed in the right panel of Fig. 11, as well as with previous findings.\(^7\) However, the most interesting behavior is found for the intermediate range of timescales, where a clear \( \tau \)- and \( q \)-dependent behavior is found for \( D_{q*} \), approaching a constant value when \( k^* = 7 \). This suggests that the intermediate range of timescales is characterized by multifractal features that are scale-dependent, approaching a monofractal when large-scale components are considered. In a similar way as for the dynamical systems examples discussed in Sec. III, we reconstruct empirical modes up to the mode number \( k^* = 7 \) as

\[
P^q_{18}(t) = \delta^{18}O^q(t) = \sum_{k=2}^{7} E^q_{k} (t),
\]

and investigate the dynamical behavior in phase-space by using time-delay embedding with \( m = 3 \) and the embedding delay corresponding to the recommended value for the complete reconstructed series according to the mutual information criterion. By comparing both the phase-space portrait of the embedded LR04 record [Fig. 12 (upper left panel)] and the time behavior [Fig. 12 (lower panel)] obtained from the raw data with those resulting from reconstructions based on intrinsic mode functions, we note a generally good agreement (except for the missing low-frequency variability in the reconstruction), thus underlining that the essential topological properties of the phase-space can also here be inferred from a few "informative" empirical modes, which correspond to the intermediate range of timescales, e.g., 10 kyr \( \lesssim 1/\omega \lesssim 300 \text{ kyr} \), closely associated with the Milankovitch scales (i.e., persistent periodic components of the Earth’s orbital parameters that are responsible for long-term variations of the spatiotemporal distribution of solar insolation at the Earth’s surface).

Moreover, it seems that a different degree of complexity is found when different components are considered. Specifically, we note that the maximum values of \( D_{q*} \) correspond to taking into account dynamical components up to \( \sim 40 \text{ kyr} \), while additional large-scale empirical modes tend to reduce the values of the multiscale generalized fractal dimensions. This suggests that the different scale-dependent fluctuations play different roles in determining the topological properties of the system, passing from a (slightly) higher to a (slightly) lower dimensional chaotic dynamics.

### B. SYM-H geomagnetic variability index

Another interesting real-world application of our formalism is the comprehension of the dynamical behavior of the Earth’s magnetosphere. As recently shown,\(^7\) the forecast horizon of the dynamical state of the magnetosphere significantly changes when different timescales are considered, reflecting the different processes determining the internal dynamics of the magnetosphere.\(^9\) This leads to serious challenges to the forecasting and modeling of space weather phenomena, highly affecting our technological society.

In order to investigate the suitability of our formalism in the framework of space weather, we use the SYM-H geomagnetic index, a proxy for the dynamical state of the magnetospheric activity.\(^10\) More specifically, we consider 5-min time resolution data covering the period between August 24 and September 1, 2018 (\( N = 2304 \) data points with uniform spacing), which is characterized by the occurrence of a geomagnetic storm, i.e., a decrease of the SYM-H index to strongly negative values, which is a reflection of enhanced activity of the magnetospheric electrical ring current due to the solar wind variability.

As shown in Fig. 13 (left panel), the SYM-H index variability has been initially characterized by values close to 0 nT, before a sudden decrease is observed, corresponding to the main phase of the geomagnetic storm that occurred on August 26, the strongest storm of the year 2018. Then, a long-lasting recovery phase is observed until the SYM-H index moves toward normal quiet-time values. By applying EMD, we derive a set of \( N_{\text{EMD}} = 9 \) empirical modes, whose timescales range from \( \tau_1 \approx 15 \text{ min} \) up to \( \tau_9 \approx 3 \text{ days} \), and by looking at the behavior of the Hilbert marginal spectrum \( H(\omega) \), we note the existence of a spectral scale break at \( 1/\omega_9 \approx 300 \text{ min} \) (see Fig. 13, right panel). Then, we apply our formalism to the derived set of IMFs by evaluating the multiscale generalized fractal dimensions, via time-delay embedding with an embedding dimension of \( m = 3 \) and different embedding delays corresponding again to the first
minimum of the average time-delayed mutual information function, as reported in Fig. 14 (upper right) as a function of the mean timescale $\tau$.

We clearly note that there exists a timescale separation, exactly matching the spectral separation obtained by the Hilbert spectral analysis, which is a reflection of the different processes characterizing the dynamical state of the Earth’s magnetosphere. Again, the first IMF appears associated with the noise content of the time series or the digitization process in deriving the SYM-H index from geomagnetic field measurements. Then, $D_{q*}$ are characterized by a multifractal behavior, spanning a wide range of values when both $q$ and $\tau$ are varied. Moreover, it is interesting to note that they approach constant values when $\tau > 300$ min, ranging between $D_{q* > 300 \text{min}} \approx 1$ and $D_{q* > 300 \text{min}} \approx 1.5$. This seems to suggest that a more regular behavior is found at these timescales, which can be directly related to the solar wind variability and to the nonlinear response of the magnetosphere to solar wind changes. Indeed, the resulting separation between fast and slow dynamical components is the reflection of the different origins of both components: the fast dynamics is related to the internal dynamics of the magnetosphere, mostly associated with processes taking place in the so-called magnetotail, which are triggered by the changes of the interplanetary conditions, while the slow dynamics is mainly directly driven by the solar wind changes, being mainly related to the enhancement of the large-scale magnetospheric convection process.

This separation seems to be also highlighted by our formalism, which additionally allows us to interpret it in a dynamical system framework. First, we need to underline that reconstructing the phase-space trajectory by using the raw data allows us to evidence the existence of two different phase-space regions: one corresponds to the quiet-time values of the SYM-H index and the other to the disturbed-time ones [see blue points in Fig. 14 (upper left)]. Interestingly, when reconstructing the phase-space dynamics by using empirical mode reconstructions with $k^* \in [2, 5]$ [orange points in Fig. 14 (upper left)] we note that it does not quite reproduce the phase-space dynamics of the SYM-H index variability as obtained by the raw data [blue points in Fig. 14 (upper left)]. This suggests that some relevant information is missed in the reconstruction and hence must be stored in the remaining empirical modes. Motivated by those findings, we finally provide reconstructions of IMFs on large timescales (e.g., $k^* \in [6, 9]$) and investigate the phase-space dynamics associated with this component [yellow points in Fig. 14 (upper left)]. The resulting reconstruction indeed covers those phase-space regions, which have not been captured by the fast component. This can be interpreted as a signature of the existence of a different origin of processes operating on short and long timescales, thus not allowing us to reproduce the phase-space dynamics with few empirical modes but requiring the consideration of a larger set of “informative” IMFs, being characterized by completely different multiscale measures, i.e., a more chaotic (less predictable) behavior for the fast component (higher $D_{q* > 300 \text{min}}$) and a more regular (more predictable) dynamics of the slow component (lower $D_{q* > 300 \text{min}}$). These findings completely agree with previous works, where a timescale separation has been found for correctly characterizing the dynamical state of the Earth’s magnetosphere.

V. DISCUSSION AND CONCLUSIONS

In this paper, we have introduced a new formalism in which empirical mode decomposition is first used to detect embedded oscillations inside signals, before the complexity and topology of variability components iteratively reconstructed from those oscillatory modes are investigated by using the generalized fractal dimension approach. The results obtained for pedagogical low- and high-dimensional deterministic examples like the Hénon map, the Lorenz ’63 system, the standard map, the Lorenz ’96 model, and the on–off intermittency model, as well as stochastic processes from the family of fractional Brownian motions point toward great potentials of this approach for exploiting the information content of fluctuations at different scales.
While the studied numerical examples provide a selection of common types of dynamics, we are aware of the fact that they necessarily do not provide a fully exhaustive sample. On the one hand, we have focused on systems with different kinds of multiscale variability, thereby leaving models exhibiting single-scale dynamics (like periodic or narrow-band chaotic oscillations) aside since those would be trivially captured by single, or at most very few, intrinsic mode functions. Similar considerations do apply to simple slow–fast dynamical systems, which have also been studied in the course of this work (results not shown). On the other hand, extensions to high-dimensional chaotic systems like space–time chaotic dynamics or sophisticated models of climate or geomagnetic variability considered here as real-world examples would be possible (and are already partly under investigation), yet in our opinion deserve more explicit analysis and separate reporting beyond the limitations of the present work.

Based on the variety of model systems of different nature and properties studied in this work, our formalism reveals that for a signal \( \{ x_i \}_i^{N_i} \) comprised by \( N_i \) modes of fluctuations on different scales \( \tau \), its trajectories can be typically described, in terms of information content, by a subset of modes of size \( N_i' < N_i \). It is striking to note that it is always the slowest modes that do not contribute to the phase-space trajectory reconstructions. However, this feature cannot be solely attributed to the time series length. Indeed, in our corresponding analysis of the Hénon map, we noted that the convergence toward the expected dimensions occurred always at the same timescale even when the length of time series is increased from \( N = 2^{11} \) to \( N = 2^{15} \). This observation indicated that our formalism could also be helpful to infer the necessary time series length for capturing the essential dynamics of the system.

We, therefore, suggest that our formalism can open new perspectives for the investigation and characterization of the dynamical properties of physical systems in which a multiscale behavior is observed, being also characterized by a different nature of the processes involved. Indeed, this formalism allowed us to investigate the existence of a timescale separation between processes of different origin characterizing the near-Earth electromagnetic environment as monitored by the SYM–H index. We have shown how the proposed formalism well reproduced the phase-space dynamics by selecting the “more informative” IMFs within the whole set extracted from the EMD algorithm.

Moreover, our formalism also allows us to investigate how the degree of complexity changes when different components (e.g., timescales) are considered. This is well explained by looking at the results we obtained in the framework of paleoclimatic variability, where maximum values of \( D_{300} \) correspond to take into account dynamical components up to \( \sim 40 \) kyr, while additional large-scale empirical modes tend to reduce the values of the multiscale generalized fractal dimensions, until the passage from a multifractal to a monofractal behavior is observed at larger scales \( \tau \gtrsim 300 \) kyr. This suggests that the different scale-dependent fluctuations play different roles in determining the topological properties of the system.

We need to highlight that there exist other EMD-based methods that have been previously used along with dynamical complexity measures similar as in the present work, yet with distinctive differences. Sharma et al. proposed a method for the classification of electroencephalogram signals by first decomposing the time series into empirical modes and then computing entropy measures (like the Shannon entropy or average Rényi entropy) for each empirical mode individually. Liaw and Chiu introduced a procedure for studying crossover-fractals, which uses the EMD to first decompose monofractal signals and then employs partial sums of the empirical modes to construct crossover-fractals via the evaluation of scale-dependent fractal dimensions. However, our formalism differs from those previously proposed methods, since it is based on evaluating the generalized fractal dimensions directly from iterative reconstructions based on empirical modes instead of evaluating complexity and/or entropy measures of the different IMFs. In this way, our approach directly allows us to investigate how the different empirical modes contribute to the geometric and topological information stored in the original time series and to control the obtained results, since due to the completeness property of the EMD the multiscale dimensions necessarily converge toward the expected fractal dimensions of the time series.

It should be further noted, that a similar formalism can be constructed by replacing the EMD with a different time series decomposition technique (like discrete wavelet decomposition, dynamic mode decomposition, or others). In this context, we would like to recall that the idea of time series decomposition implies an additive superposition of modes. From this perspective, all such decomposition methods are linear, as the original data are interpreted as a sum of components with different typical time scales. At present, we are not aware of any established strictly nonlinear time series decomposition method, i.e., some data analysis technique that allows us to write the raw data as a nonlinear (non-additive) combination of individual components. The key point underlying existing decomposition techniques is that an \( n \)-dimensional (continuous, for notation simplicity) nonlinear system can be described as

\[
\dot{x}_i = F_i(x_j, \{ \beta \}) \quad \text{with} \quad i, j = 1, \ldots, n, \tag{36}
\]

where nonlinearities are embedded into the dependence of \( F_i \) on the system variables in a nonlinear way, e.g.,

\[
F_i(x_j, \mu_i) = \sum_{ij} \mu_{ij} x_i^\mu_j + \eta_i x_i^\gamma_i \tag{37}
\]

with \( \{ \beta \} = \{ \mu, \eta, \alpha, \gamma, \delta \} \) being the set of control parameters. Dealing with time series measurements of the system variables, i.e., \( x_i(t) \), we are not able to appreciate the “explicit” nonlinear dependence on variables but we can only account for the “implicit” nonlinear dependence on time. Nevertheless, we emphasize that despite their conceptual limitations as discussed above, such linear time scale decomposition methods have been successfully applied in past research to identify the dynamical backbone of complex nonlinear dynamics. One prominent example is the observation that the emergence of synchronization processes between coupled chaotic systems is an intimately timescale-dependent process that can be efficiently studied by means of wavelet decomposition. A similar wavelet based technique has been suggested by Palus for analyzing coupling and causality patterns among phase and amplitude variables characterizing variability at different time scales.
The above considerations are especially valid for univariate data, where a single representative dependent variable of the dynamics (e.g., the SYM-H index) is investigated as a function of a single dependent variable (time). However, within the very wide range of data analysis methods currently implemented, there are a few really promising cases in terms of their local and adaptive nature as well as their suitability for dealing with nonlinear dynamical and real-world systems. One of these is surely the EMD that could be more convenient than some of those other methods with more a priori constraints and reduce possible artifacts, e.g., due to a fixed-frequency decomposition basis. Moreover, the time-dependency of the amplitudes of empirical modes allows us a more detailed investigation of the dynamical evolution (in time) of a system variable, following its local (in terms of time) variations as compared to fixed-amplitude methods.

In summary, we are confident that the formalism proposed here can be generally helpful to investigate the role of multiscale fluctuations within complex systems, allowing us to retain and identify empirical modes storing more information within the whole set of scales as well as to deal with the problem of characterizing the role of stochastic fluctuations in several physical systems.

Furthermore, a similar formalism can be easily built up for other complexity and/or entropy measures, instead of evaluating fractal properties in terms of generalized dimensions. Investigating all these aspects in more detail is beyond the scope of the present paper and will be the subject of future work.
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