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We show that Majorana edge modes appear in a strongly correlated phase of semiconducting nanowires with discrete rotational symmetry in the cross section. These modes exist in the absence of spin-orbit coupling, magnetic fields, and superconductivity. They appear purely due to the combination of the three-dimensional Coulomb interaction and orbital physics, which generates a topological gap in one sector of the excitation spectrum as well as a topological ground-state degeneracy. The gap can be comparable in magnitude to the topological superconducting gap in other solid-state candidate systems for Majorana edge modes and may similarly be probed via tunnel spectroscopy.
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I. INTRODUCTION

The quantum engineering of Majorana modes is one of the pinnacles of the study of topological phases of matter. In condensed-matter systems, these modes are fermionic quasi-particles equal to their own charge conjugates and thus a counterpart of the Majorana fermions proposed as elementary particles. Majorana modes were first predicted in two-dimensional systems, these modes are fermionic quasi-particles of the pinnacles of the study of topological phases of matter. In 1D superfluid chains without superconductivity and in the absence of a nontrivial bulk topology appeared in Emery and Kivelson’s earlier study of two-channel Kondo impurities.

Our system has characteristics phenomenologically similar to p-wave superconductors, namely, a gap to fermionic quasiparticle excitations which is visible in tunneling transport and a ground-state degeneracy due to the edge modes. However, our system exhibits $Z_2$ rather than continuous symmetry breaking, and the topological sector consists of condensate of emergent fractional fermions which are both spinless and neutral (as opposed to conventional superconductivity), and time-reversal symmetry is not lifted as is the case for p-wave superconductors.

II. MODEL HAMILTIONIAN

We model the interacting nanowire by the three-dimensional Hamiltonian which includes the Coulomb interaction,

$$H = \sum_{s} \int \psi^\dagger_s(r) \left[ \frac{p^2}{2m} + V(x, y) \right] \psi_s(r) d^3r + \frac{e^2}{2\epsilon_0} \sum_{s, s'} \int \frac{\psi^\dagger_s(r') \psi^\dagger_{s'}(r') \psi_{s'}(r) \psi_s(r)}{|r - r'|} d^3r' , \quad (1)$$

where $V(x, y)$ is the 1D confining potential, which we assume possesses $N$-fold rotational symmetry. The single-electron states $|n, l, k, s\rangle$ possess a principal quantum number $n$ indexing radial excitations, conserved momentum $k$ along the wire axis, spin $s = \uparrow, \downarrow$, and angular momentum $l = 0, 1, \ldots, N - 1$ associated with the phase $e^{i2\pi l/N}$ acquired
under $2\pi/N$ rotation. For $l \neq 0$, there is a double degeneracy between states with equal and opposite values of $l$, which are related by time reversal. In order to maximize the effect of interactions, we also suppose an experimental setup in which the electronic wave function is confined to a thin region of interactions, we also suppose an experimental setup in which the electronic wave function is confined to a thin region of interactions, we also suppose an experimental setup in which the electronic wave function is confined to a thin region of interactions, we also suppose an experimental setup in which the electronic wave function is confined to a thin region of interactions, we also suppose an experimental setup in which the electronic wave function is confined to a thin region of interactions, we also suppose an experimental setup in which the electronic wave function is confined to a thin region of interactions, we also suppose an experimental setup in which the electronic wave function is confined to a thin region of interactions, we also suppose an experimental setup in which the electronic wave function is confined to a thin region of interactions, we also suppose an experimental setup in which the electronic wave function is confined to a thin region of interactions, we also suppose an experimental setup in which the electronic wave function is confined to a thin region of interactions, we also suppose an experimental setup in which the electronic wave function is confined to a thin region of interactions, we also suppose an experimental setup in which the electronic wave function is confined to a thin region of interactions, we also suppose an experimental setup in which the electronic wave function is confined to a thin region of interactions.

The Coulomb interaction connects initial and final states. For the case of forward scattering, which we denote by $\Gamma_{l_1l_2l_3l_4}$ with momentum transfer $k_{l_2} - k_{l_1}$, and backscattering interactions $\tilde{\Gamma}_{l_1l_2l_3l_4}$ with momentum transfer $k_{l_1} + k_{l_4}$. In order to deal with the large number of competing interactions, we have calculated the running of the couplings under the renormalization group (RG), which reduces the number of interactions that become relevant at energy scales much lower than the Fermi energy.

The RG equations were obtained to second order in the couplings (see Appendix A) and solved numerically. We find that below a critical density $\epsilon_F < E^*$, where $\epsilon_F$ is the Fermi energy as measured from the edge of the $l = \pm 1$ bands, the density of states in the upper ($l = \pm 1$) bands is sufficiently larger than that in the lower ($l = 0$) band that the interaction between upper and lower bands becomes irrelevant. The value of the critical density depends weakly on the long-range interactions $U_{l_1l_2l_3l_4}(q = 0) = (2e^2/\epsilon_F)\ln(2L/R)$; we have $E^* \approx 0.45E_L - 0.60E_L$ for $L/R = 10–50$, where $E_L = 1/2m^*\Lambda^2$ is the splitting between the upper and lower $l$ bands. In the following we will consider only densities corresponding to $\epsilon_F < E^*$. In this case all interactions involving the upper bands flow to strong coupling.

### III. Renormalization Group Analysis

Concentrating on scattering processes close to the Fermi level (i.e., at momenta $k \approx \pm k_0$ equal to the Fermi momenta in the $l$ bands), we find a total of 12 independent couplings, with six forward-scattering interactions, which we denote by $\Gamma_{l_1l_2l_3l_4}$ with momentum transfer $k_{l_2} - k_{l_1}$, and six backscattering interactions $\tilde{\Gamma}_{l_1l_2l_3l_4}$ with momentum transfer $k_{l_1} + k_{l_4}$. In order to deal with the large number of competing interactions, we have calculated the running of the couplings under the renormalization group (RG), which reduces the number of interactions that become relevant at energy scales much lower than the Fermi energy.

The RG equations were obtained to second order in the couplings (see Appendix A) and solved numerically. We find that below a critical density $\epsilon_F < E^*$, where $\epsilon_F$ is the Fermi energy as measured from the edge of the $l = \pm 1$ bands, the density of states in the upper ($l = \pm 1$) bands is sufficiently larger than that in the lower ($l = 0$) band that the interaction between upper and lower bands becomes irrelevant. The value of the critical density depends weakly on the long-range interactions $U_{l_1l_2l_3l_4}(q = 0) = (2e^2/\epsilon_F)\ln(2L/R)$; we have $E^* \approx 0.45E_L - 0.60E_L$ for $L/R = 10–50$, where $E_L = 1/2m^*\Lambda^2$ is the splitting between the upper and lower $l$ bands. In the following we will consider only densities corresponding to $\epsilon_F < E^*$. In this case all interactions involving the upper bands flow to strong coupling.

### IV. Bosonization

Having observed from the RG solutions that only interactions involving the upper bands flow to strong coupling, we will hereafter focus on their description in terms of eight chiral modes labeled by $l = \pm 1$ and $s = \pm 1$ with right or left chirality $\mu = \pm 1$ corresponding to the sign of the velocity. We introduce a bosonized description [32] of the fermionic modes by expressing the fermionic fields as

$$\psi_{ls\mu}(x) = \sum_{\mu k} e^{ikx} c_{kl\mu}$$

$$= \sqrt{\Lambda/v_1} \exp \left\{ \frac{i}{2} \left[ \phi_{\pi}(x) + s\phi_{\sigma}(x) + l\phi_{\chi}(x) \right] \right\},$$

where $v_1$ is the Fermi velocity in the $l = \pm 1$ bands and $\Lambda$ is the running energy scale. The chiral bosonic fields $\phi_{\pi}, \phi_{\pi}^\dagger$ represent the chiral densities of charge ($a = \rho$), orbital momentum ($a = l$), spin ($a = \sigma$), and helicity ($a = \chi$), with the latter being the difference between densities of electrons with angular momentum parallel to spin ($ls = 1$) and those with angular momentum antiparallel to spin ($ls = -1$). We note that the decomposition of four species of electrons into four bosonic fields is similar to Emery and Kivelson's analysis of the two-channel Kondo model [29]. We introduce the pairs of dual fields $\phi_d = \phi_{\pi}^\dagger - \phi_{\rho}$ and $\theta_d = \phi_{\sigma}^\dagger + \phi_{\rho}$, satisfying $[\partial_x \theta_d(x'), \phi_d(x)] = 4\pi i b_{d\rho} b_d(x - x')$, which define the low-energy fluctuations of densities and currents, respectively, within each sector $a = \rho, l, \sigma, \chi$ of the excitation spectrum. The Hamiltonian density of the system is
Here we have introduced the Luttinger parameters $K_a$ and velocities $v_a$ for each sector. The explicit relation between the running couplings $\Gamma_{l,l',l''}$, $\Gamma_{l,l',l''}$, and the parameters $K_a$, $v_a$, $G_{ab}$, $\tilde{G}_a$ of the sine-Gordon theory is provided in Appendix B.

Under the RG flow, $K_a$ is fixed, $K_l$, $K_{l'} \rightarrow 0$, and $K_x \rightarrow \infty$. This implies that the interaction terms in Eq. (4) open a gap in the spin, orbital momentum, and helicity sectors, while the charge sector remains gapless. This scenario is similar to the one studied in Ref. [25] in the context of ultracold atoms with spin-orbit coupling. Concerning the spin and orbital sectors, only the fields $\phi_a$ and $\phi_t$ are involved in the interaction terms. Hence these fields fluctuate around one of their semiclassical energy minima, giving rise to vacuum expectation values $\langle \phi_a \rangle \sim \langle \phi_t \rangle \sim \pm 1$. The helicity sector presents instead both $\phi_x$ and $\phi_y$ interactions. Due to the flow of the Luttinger parameter $K_x \rightarrow \infty$, the $\phi_y$ terms dominate; thus $\langle \cos \theta_x \rangle \sim \mp 1$, and hereafter, we will neglect the $\phi_y$ interactions for the sake of simplicity. The signs of the real expectation values follow from those of the couplings, $G_{sl} < 0$ and $\tilde{G}_s, \tilde{G}_t > 0$ (see Appendix B).

In the strong-coupling limit, the terms in the Hamiltonian (4) involving products of cosines may be decomposed in the mean-field approximation, which leads to the separation of the effective Hamiltonian into four sectors, $H = H_a + H_{\sigma} + H_{l} + H_{x}$, where $H_a$ describes the gapless charge modes and

\[
H_a = \frac{v_a K_a}{8\pi} (\partial_0 \phi_a)^2 + \frac{v_a}{8\pi} (\partial_t \phi_t)^2 + 4 \sum_{a,b=0,l,\sigma} G_{ab} \cos \phi_a \cos \phi_b + 4 \sum_{a=0,\sigma} \tilde{G}_a \cos \theta_a \cos \phi_a.
\]

(4)

for $a = \sigma, l$ and

\[
H_x = \frac{v_x K_x}{8\pi} (\partial_0 \phi_x)^2 + \frac{v_x}{8\pi} (\partial_t \phi_y)^2 + 4 \sum_{a} \langle \cos \phi_a \rangle [G_{xa} \cos \phi_x + \tilde{G}_a \cos \phi_y],
\]

(6)

and we have neglected terms describing fluctuations of the cosines of the fields about their mean values.

V. PROPERTIES OF THE SYSTEM

In order to study the physical characteristics of the system, we may now introduce fermionic operators $\psi_{a,L}, \psi_{a,R}$ associated with the individual bosonic fields $\phi_a, \phi_t$ appearing in the previous Hamiltonians. The mapping enforces the following relations between the vacuum expectation values of these fields:

\[
\langle \cos \phi_a \rangle = \frac{1}{2} \langle \psi_{a,R}^\dagger \psi_{a,L} + H.c. \rangle,
\]

(7)

\[
\langle \cos \theta_x \rangle = \frac{1}{2} \langle \psi_{x,L}^\dagger \psi_{x,L} + H.c. \rangle,
\]

(8)

and the resulting effective Hamiltonians take the form

\[
H_a = -iv_a [\psi_{a,R}^\dagger \partial_t \psi_{a,R} - \psi_{a,L}^\dagger \partial_t \psi_{a,L}] + U_a \psi_{a,R}^\dagger \psi_{a,L} \psi_{a,R}^\dagger \psi_{a,L} + \sum_{b \neq a} G_{ab} \langle \psi_{b,L}^\dagger \psi_{b,L} + H.c. \rangle + \tilde{G}_a \langle \psi_{x,R}^\dagger \psi_{x,L} + H.c. \rangle (\psi_{a,R}^\dagger \psi_{a,L} + H.c.)
\]

(9)

for $a = \sigma, l$ and

\[
H_x = -iv_x [\psi_{x,R}^\dagger \partial_t \psi_{x,R} - \psi_{x,L}^\dagger \partial_t \psi_{x,L}] + U_x \psi_{x,R}^\dagger \psi_{x,L} \psi_{x,R}^\dagger \psi_{x,L} + \sum_b \langle \psi_{b,R}^\dagger \psi_{b,L} + H.c. \rangle [G_{xb} \psi_{x,L}^\dagger \psi_{x,L} + \tilde{G}_b \psi_{x,R}^\dagger \psi_{x,R} + H.c.]\]

(10)

for $a = \sigma, l$ and

\[
\psi_{x,R}^\dagger \psi_{x,L}^\dagger \psi_{x,L} \rightarrow \langle \psi_{x,R}^\dagger \psi_{x,L}^\dagger \rangle \psi_{x,L} \psi_{x,R} + H.c.
\]

(12)

We then obtain expressions similar to the Bogoliubov–de Gennes Hamiltonians for excitonic and superconducting condensates,

\[
H_a = -iv_a [\psi_{a,R}^\dagger \partial_t \psi_{a,R} - \psi_{a,L}^\dagger \partial_t \psi_{a,L}] + \Delta_a \langle \psi_{a,R}^\dagger \psi_{a,L} + H.c. \rangle
\]

(13)

for $a = \sigma, l$ and

\[
H_x = -iv_x [\psi_{x,R}^\dagger \partial_t \psi_{x,R} - \psi_{x,L}^\dagger \partial_t \psi_{x,L}] + \Delta_x^E \langle \psi_{x,R}^\dagger \psi_{x,L} + H.c. \rangle
\]

(14)
where

$$\Delta_a = -U_a \langle \psi_{a,R} \psi_{a,L} \rangle + 2 \sum_{b \neq a} G_{ab} \langle \psi_{b,R} \psi_{b,L} \rangle + 2 \bar{G}_a \langle \psi_{X,R} \psi_{Y,L} \rangle$$

for $a = \sigma, l$ and

$$\Delta^E = 2 \sum_{a \neq \chi} G_{\chi,a} \langle \psi_{a,R} \psi_{a,L} \rangle,$$

$$\Delta^S = U_{\chi} \langle \psi_{X,R} \psi_{Y,L} \rangle + 2 \bar{G}_a \langle \psi_{a,R} \psi_{a,L} \rangle.$$ (16)

The gaps $\Delta_1, \Delta_2, \Delta_3$ were determined from the self-consistency equations involving the coefficients $G_{ij}, \bar{G}_i$ (see Appendix B), which depend on the running couplings; however, the gaps may be calculated using any set of couplings along the RG trajectory in the strong-coupling regime: the running of the energy scale is compensated by the logarithmic enhancement of the couplings, and the system enters the strong-coupling regime when $\Lambda \approx \Delta_1 \approx \Delta_2 \approx \Delta_3$. We therefore find that the resulting gaps are independent of the choice of $\Lambda$ over the final portion of the RG flow. We note, however, that quantum fluctuations generated by irrelevant couplings suppress the gap during the initial stage of the RG flow; thus, to avoid overestimation of the gap, it is necessary to use renormalized couplings only after the irrelevant couplings have been eliminated.

The bulk excitation spectra in the $a = l, \sigma, \chi$ sectors are then given by

$$E_a = \pm \sqrt{v_a^2 k^2 + \Delta_a^2}.$$ (17)

While we refer to the $\psi_{R,a}^\dagger \psi_{L,a}$ and $\psi_{X,R}^\dagger \psi_{Y,L}^\dagger$ terms as excitonic and superconducting pairing interactions because they have the form of the pairing interactions occurring in the mean-field descriptions of excitonic and $p$-wave superconductors, respectively, it is crucial to note that the order parameters $\Delta_i$ consist of real expectation values $\langle \psi_{a,R}^\dagger \psi_{a,L}^\dagger + \text{H.c.} \rangle$ and $\langle \psi_{X,R}^\dagger \psi_{Y,L}^\dagger + \text{H.c.} \rangle$, which do not possess a complex phase, and thus there is no spontaneously broken $U(1)$ symmetry, as required by the Mermin-Wagner theorem.

The gaps in the $\sigma, l, \chi$ sectors allow for the description of the system in terms of nearly free fermionic quasiparticles, with corrections to the free motion being suppressed by the gap. Unlike the original electrons, which each carry charge, spin, and helicity simultaneously, the true excitations carry only one of these quantum numbers. We find that the Luttinger liquid behavior ordinarily expected in the ground state, and we may describe the gapped sectors as condensed states of emergent, fractional fermions.

In the helicity sector, the superconducting term $\propto \psi_{X,R}^\dagger \psi_{Y,L}^\dagger$ has a simple physical origin. The action of this product of fermionic operators is to locally change the helicity densities $\delta_1 \phi_1$ without affecting the spin, charge, or orbital angular momentum. This originates from collisions involving angular momentum transfer with structure $\psi_{-1}^\dagger \psi_{1} \psi_{1}^\dagger \psi_{-1}$, in which one pair of positive-helicity ($l = s$) electrons is converted into one pair of negative-helicity ($l = -s$) electrons (see Fig. 1). This interaction connects quantum states in which the number of electrons of a certain helicity is raised by two. It is also simple to see why the superconducting term occurs only within the helicity sector: two-electron collisions in which either the total spin or the total angular momentum of the pair is changed are forbidden by symmetry. However, it is possible for either spin or angular momentum to be transferred between right- and left-moving electrons, and when expressed in terms of quasiparticle operators, such interactions take the form $\psi_{1}^\dagger \psi_{1}^\dagger$, $\psi_{1}^\dagger \psi_{1}$, and $\psi_{1}^\dagger \psi_{1}^\dagger$. This originates from collisions involving angular momentum transfer with structure $\psi_{-1}^\dagger \psi_{1} \psi_{1}^\dagger \psi_{-1}$, which either the total spin or the total angular momentum is transferred between right- and left-moving electrons, and when expressed in terms of quasiparticle operators, such interactions take the form $\psi_{1}^\dagger \psi_{1}^\dagger$, $\psi_{1}^\dagger \psi_{1}$, and $\psi_{1}^\dagger \psi_{1}^\dagger$. These edge modes have also been demonstrated in previous studies of topologically gapped strongly correlated systems [33–35]. In the helicity sector, the presence of the superconducting term implies that these edge modes are self-conjugate; $\gamma_{1,1} = \gamma_{1,1}^\dagger$ and $\gamma_{y,2} = \gamma_{y,2}^\dagger$; and therefore emergent Majorana fermions; for the spin and orbital sectors, instead, $\gamma_{u,i} \neq \gamma_{u,i}^\dagger$, and it is possible to define boundary occupation numbers $n_{1/u,i} = \langle \gamma_{u,i} \gamma_{u,i}^\dagger \rangle$. Total the system possesses a 32-fold ground-state degeneracy arising from the possible occupations of these four Dirac edge modes in the $l$ and $\sigma$ sectors, labeled by $n_{1/l,\sigma} = 0, 1$, and the Majorana fermion parity $i \gamma_{X,1} \gamma_{Y,2} = \pm 1$. We observe that the degeneracy obtained by the Dirac modes can be removed by the addition of arbitrarily small boundary terms, proportional to $n_{1/u,i}$ and thus to the local spin or orbital density. Furthermore, as in similar models, disorder may cause a weak splitting of the degeneracy induced by the Majorana modes, with gaps decaying algebraically with the system size [17,34].

For the sake of simplicity, we derived the existence of the Majorana zero modes and the related degeneracy from the mean-field Hamiltonians (13) and (14). However, the same results can be obtained in a more rigorous framework from (4) by generalizing to our system the semiclassical analysis of the zero-energy edge modes in [36]. A further analysis of the ground-state degeneracy in interacting topological nanowires can be found in [17].

From Eq. (2), the bare values of the interactions $U_{l_1,l_1,l_1}(q) \sim e^2/\epsilon_r = g$, and the gap may be very crudely estimated via the mean-field expression

$$\Delta \sim \epsilon_F e^{-\frac{2\pi}{e^2 \epsilon_r}} \propto \epsilon_F e^{-\frac{2\pi}{e^2 \epsilon_r}} \times 13.6 \text{ eV},$$

where $m^* \propto \epsilon$ is the effective mass in the semiconductor. The gap is enhanced in materials with larger effective mass. For GaAs,
FIG. 2. Solid curves: the topological gap $Δ$ (meV) as a function of the wire radius $R$ for various values of the Fermi energy $ε_F$ measured from the bottom of the upper bands, $ε_F/E_L = 0.1, 0.2, 0.3, 0.4$. The material parameters for GaAs are used, $m^* = 0.067m_e$, $ε_F = 12.9$.

The material parameters for GaAs are used, $m^* = 0.067m_e$, and the gap is of the order of $ε_F$ when $ε_F ≈ E_L ≈ 0.14$ meV. The calculated values of the gap as a function of the ratio $ε_F/E_L$ (where $E_L = 1/2m^*R^2$) for different values of $R$ are plotted in Fig. 2. We find that the maximum value of the gap $Δ ≈ 0.025$ meV $≈ 0.3 K$, which differs from the mean-field estimate by nearly a factor of 6. This suppression of the gap is due to the effect of quantum fluctuations which are accounted for in our second-order RG analysis. We observe that, while mean-field theory is accurate in the strong-coupling limit, we are required to use renormalized couplings generated by the second-order RG flow rather than bare couplings.

The existence of subgap edge states in the $σ, l$, and $ξ$ sectors in combination with a gapless total charge mode has profound consequences on the tunneling transport characteristics of the system. The local density of states (LDOS) $A_{iz}(x, ω)$ is a convolution of two-point correlation functions involving the gapless $ρ$ field as well as the $σ, l$, and $χ$ fields, which possess both gaps to continuum excitations and subgap states localized at the edges of the system. Expressing the LDOS in terms of the Matsubara Green’s function

$$A_{iz}(x, ω) = -\frac{1}{π} \text{Im} G_l(x, -iω),$$

where

$$G_l(x, ω) = -\int T\langle ψ_{iz}^+(x, τ)ψ_{iz}^+(0, 0)⟩e^{iωτ}dτ,$$

we find that the gapless $l = 0$ modes provide a power-law contribution which is well known in Luttinger liquid theory, while the contribution from the $l = ±1$ bands is a product of the correlation functions in all sectors,

$$G_{l=1}(x, τ) = \text{sgn}(τ)g_ρ(τ)g_σ(τ)g_l(τ)g_χ(τ).$$

Due to the edge modes appearing in the gapped sectors, the relative correlations consist of a $τ$-independent contribution arising from the zero-energy modes as well as a $τ$-dependent factor due to the continuum states:

$$g_ρ(τ) = |τ|^{−γ},$$

$$g_σ(τ) = κ_σ + |τ|^{−4}e^{−Δ_σ|τ|}, a = σ, l, χ,$$

with $γ > 1$ being an interaction-dependent exponent. The constants $κ_σ$ are of order unity at the edge and decay exponentially as $x$ moves into the bulk of the system. The calculation of $γ$ is significantly complicated by the presence of interactions between the $l = 0$ and $l = 1$ states, which are marginal under the RG flow but nevertheless must be included because the charge sector is gapless. The full details of this calculation are presented in Appendix C.

Converting to the frequency representation, $G_{l=1}^R(x, ω) = G_{l=1}^R(x, -iω + 0)$, we obtain the following expression for the LDOS:

$$\frac{1}{π} \text{Im} G_{l=1}^R(ω) = \frac{κ_σκ_χ}{Γ(\frac{γ}{2})Λ^{\frac{γ−2}{2}}}|ω|^{\frac{γ−1}{2}} + \frac{κ_σκ_χ}{κ_ρΓ(\frac{γ+1}{2})Λ^{\frac{γ−1}{2}}}(|ω| − Δ_ρ)^{\frac{γ−3}{2}}$$

$$+ \frac{κ_σκ_χ}{κ_χΓ(\frac{γ+2}{2})Λ^{\frac{γ−1}{2}}}(|ω| − Δ_χ)^{\frac{γ−3}{2}} + \frac{θ(|ω| − Δ_σ − Δ_ρ − Δ_χ)}{Γ(\frac{γ+3}{2})Λ^{\frac{γ−1}{2}}}(|ω| − Δ_σ − Δ_ρ − Δ_χ)^{\frac{γ−3}{2}},$$

where $Δ_ρ = Δ_σ ≈ ε_F$ is the high-energy cutoff. The first term in the Green’s function is proportional to $|ω|^{\frac{γ−1}{2}}$ and exhibits a peak at zero frequency due to the fact that $γ < 4$ (see Appendix C). The remaining terms are defined for energies $ω$ smaller than $Δ_ρ$, $Δ_r + Δ_j$, and $Δ_σ + Δ_i + Δ_χ$, corresponding to the gaps to various incoherent multi-Luther-Emery-fermion excitations.

The contribution to the LDOS from the upper bands $A_{l=±1,σ}(x, ω)$ is plotted in Fig. 3 for several values of $R$ and $ε_F/E_C$ and for varying distances $x$ from an edge. We observe an algebraic peak at zero frequency, $A(x, ω ≈ 0) = F(x)|ω|^{−γ}$, with $F(x)$ decaying in the bulk of the system due to the localization of the zero-energy modes. This peak originates from the first term in Eq. (23). At $ω ≠ 0$, the LDOS clearly displays excitation bands emerging at energies $|ω| > Δ, 2Δ, 3Δ$, consistent with the other terms in Eq. (23).

The zero-frequency peak becomes narrower and eventually disappears at distances larger than the decay length of the edge modes, $x ≫ ξ$, with $ξ = v_F/Δ ≈ 0.9$ μm for the parameters corresponding to Fig. 3. In the bulk of the system, the LDOS is vanishing for frequencies below the gaps, $|ω| < Δ$. Thus for certain distances along the wire, the tunneling density of states bears a striking resemblance to the zero-bias peak in Andreev reflection which has been observed several times.
VI. CONCLUSIONS

We have presented a study of an interacting quantum wire with multiple degenerate orbitals occupied. The purely repulsive Coulomb interaction produces a strongly correlated phase which supports both gaps to collective excitations and a high ground-state degeneracy arising from zero-energy edge modes. We find a pair of Majorana fermions, as in 1D $p$-wave superconductors, despite the absence of superconductivity or, indeed, continuous symmetry breaking of any kind. Our mechanism relies on the degeneracy between the lowest pair of excited orbital states in a wire with $N$-fold discrete rotational symmetry. Performing a second-order RG analysis and approximating the bare interactions with those of a cylindrical wire, we have calculated the gaps to continuum excitations as well as the local density of states, which we find to exist at experimentally accessible energy scales. While our mechanism relies on rotational symmetry, we note that deviations from this symmetry will not destroy the Majorana fermions as long as the asymmetry-induced energy splitting is small compared to the size of the gaps.

Having focused on the physical properties of the Majorana modes, we have not explored ways in which they might be manipulated or how their non-Abelian nature might be demonstrated, which is of interest to future work. Since our system appears to be close to experimental realization, it is also an interesting prospect to investigate how alternative nanowire-based designs might also exhibit Majorana physics as a result of the intrinsic Coulomb interaction rather than relying on the spin-orbit interaction, magnetic fields, or superconductivity.
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APPENDIX A: SECOND-ORDER RG EQUATIONS

The vertices $\Gamma_{l,l';l''}, \tilde{\Gamma}_{l,l';l''}$ are defined by matrix elements between two-electron states,

$$\langle f | U | i \rangle = \begin{cases} \Gamma_{l,l';l''}, & k_1, k_3 > 0, \ k_2, k_4 < 0, \\ \tilde{\Gamma}_{l,l';l''}, & k_1, k_4 > 0, \ k_2, k_3 < 0, \end{cases}$$

$$|i\rangle = |k_1, l_1, s_1\rangle \otimes |k_2, l_2, s_2\rangle,$$

$$|f\rangle = |k_3, l_3, s_3\rangle \otimes |k_4, l_4, s_4\rangle,$$  \hspace{1cm} (A1)

where $U$ is the two-electron potential. In the following it will become convenient to introduce notation distinguishing four kinds of interactions,

$$U_{l, l'} = \Gamma_{l, l'; l'}, \quad \tilde{U}_{l, l'} = \tilde{\Gamma}_{l, l'; l'},$$

$$V_1 = \Gamma_{0, 0, 1, -1}, \quad \tilde{V}_1 = \tilde{\Gamma}_{0, 0, 1, -1},$$

$$V_2 = \Gamma_{1, -1, -1, 1}, \quad \tilde{V}_2 = \tilde{\Gamma}_{1, -1, -1, 1},$$  \hspace{1cm} (A2)

so that $U_{l, l'} (\tilde{U}_{l, l'})$ correspond to forward- (backward-) scattering interactions in which angular momentum is conserved for both left and right movers, while $V_1 (\tilde{V}_1)$ correspond to forward- (backward-) scattering interactions in which angular momentum $\pm l$ is transferred between the left- and right-moving densities.

Denoting

$$\lambda_0 = \frac{1}{2 \pi v_0}, \quad \lambda_1 = \frac{1}{2 \pi v_1}, \quad \lambda_{01} = \frac{1}{\pi (v_0 + v_1)},$$  \hspace{1cm} (A3)

with $v_0, v_1$ being the Fermi velocities corresponding to the $l = 0$ and $l = 1$ bands, respectively, the flow of the couplings to second order are given by

$$\frac{d U_{11}}{d l} = \lambda_1 [V_2^2 - \tilde{U}_{11}^2],$$

$$\frac{d U_{1,-1}}{d l} = -\lambda_1 [V_2^2 + \tilde{U}_{1,-1}^2],$$

$$\frac{d V_2}{d l} = 2 \lambda_1 [(U_{11} - U_{1,-1}) - \tilde{V}_2 \tilde{U}_{1,-1}] - \lambda_0 [V_1^2 + \tilde{V}_1^2],$$

$$\frac{d U_{00}}{d l} = -\lambda_0 \tilde{U}_{00}^2 - 2 \lambda_1 [V_1^2 + \tilde{V}_1^2],$$

$$\frac{d U_{01}}{d l} = \lambda_0 [V_1^2 - \tilde{U}_{01}^2],$$

$$\frac{d V_1}{d l} = -\lambda_0 [U_{00} V_1 + \tilde{U}_{00} \tilde{V}_1] - \lambda_1 [(U_{11} - V_2) V_1$$

$$+ (\tilde{V}_2 + \tilde{U}_{1,-1} \tilde{V}_1)] + 2 \lambda_{01} U_{01} V_1,$$

$$\frac{d \tilde{U}_{11}}{d l} = 2 \lambda_1 [\tilde{V}_2 V_2 - \tilde{U}_{11}^2 - \tilde{V}_2^2],$$

$$\frac{d \tilde{V}_2}{d l} = 2 \lambda_1 [(U_{11} - U_{1,-1}) \tilde{V}_2 + (\tilde{U}_{11} - \tilde{U}_{1,-1}) V_2 - 2 \tilde{U}_{11} \tilde{V}_2]$$

$$- 2 \lambda_0 V_1 \tilde{V}_1,$$
FIG. 4. The second-order RG flow of the interactions (A2), with bare parameters corresponding to a GaAs nanowire with $R = 25$ nm and $\epsilon_f = 0.3E_I$. (a) and (b) show interactions that involve only the $l = \pm 1$ bands, which flow to strong coupling. (a) and (c) show forward-scattering interactions, while (b) and (d) show backscattering interactions. Note that the scales on the axes in (a) and (b) and those in (c) and (d) are different.

The bosonic Hamiltonian densities (4) are related to the bare parameters corresponding to a GaAs nanowire with $0.067m_e$, $\epsilon_f = 12.9$ with $R = 25$ nm and $\epsilon_f = 0.3E_I$, plotted in Fig. 4. The plots show that the six interactions involving $\tilde{d} = \pm 1, \sigma = \pm$ flow to strong coupling. (a) and (c) show forward-scattering interactions, while (b) and (d) show backscattering interactions. Note that the scales on the axes in (a) and (b) and those in (c) and (d) are different.

\begin{align*}
    d\tilde{U}_{1,-1} &= -2\lambda_1[V_2\bar{V}_1 + \bar{U}_{1,-1}] - 2\lambda_0 V_1 \bar{V}_1, \\
    d\tilde{U}_{00} &= -2\lambda_0 \bar{U}_{00} - 4\lambda_1 V_1 \bar{V}_1, \\
    d\tilde{U}_{01} &= 2\lambda_0 [V_1 \bar{V}_1 - \bar{U}_{01} - \bar{V}_{1}], \\
    d\bar{V}_1 &= -\lambda_0 [U_{00} \bar{V}_1 + U_{01} V_1] \\
    &- \lambda_1 [V_2 \bar{V}_1 + V_1 \bar{U}_{1,-1} + \bar{V}_1 U_{1,-1} + V_1 \bar{V}_1] \\
    &+ 2\lambda_0 [\bar{V}_1 U_{01} + \bar{U}_{01} V_1 - 2\bar{U}_{01} \bar{V}_1].
\end{align*}

The solution of the RG equations (A4) with initial couplings corresponding to a GaAs nanowire ($m^*=0.067m_e$, $\epsilon_f=12.9$) with $R = 25$ nm and $\epsilon_f = 0.3E_I$ is plotted in Fig. 4. The plots show that the six interactions involving $l = \pm 1, \sigma = \pm$ flow to strong coupling, while $U_{00}, U_{01}$ remain marginal. The remaining interactions are irrelevant.

**APPENDIX B: TECHNICAL DETAILS ON BOSONIZATION AND REFERMIONIZATION**

Following the notation of Appendix A, the parameters of the bosonic Hamiltonian densities (4) are related to the bare fermionic interactions by

\begin{align*}
    v_\sigma &= v_1 + \frac{v_2^{(0)}}{2\pi}, \quad v_l = v_1 - \frac{v_2^{(0)}}{2\pi}, \\
    \tilde{v}_\sigma &= -\tilde{v}_1 - \tilde{U}_{1,-1}, \\
    \tilde{v}_l &= 2\tilde{U}_{11} - 2\tilde{U}_{1,-1} - \tilde{U}_{11} + \tilde{U}_{1,-1},
\end{align*}

$U_x = -\tilde{U}_{11} + \tilde{U}_{1,-1},$

$G_{l\sigma} = -\tilde{V}_2, \quad G_{l\chi} = -\tilde{U}_{11}, \quad G_{l\chi} = V_2 - \tilde{V}_2,$

$\tilde{G}_{l\sigma} = V_2, \quad \tilde{G}_{l\chi} = -\tilde{U}_{11} - 1,$

with $V_2^{(0)}$ being the bare (unrenormalized) value of $V_2$.

The mean-field Hamiltonians (13) and (14) in the main text may be easily solved in the limit $\Delta_\sigma, \Delta_l \ll \epsilon_f$ and either $\Delta_E \ll \epsilon_f$ or $\Delta_S \ll \epsilon_f$, yielding

\begin{align*}
    \langle \psi_{\sigma_R} \psi_{\sigma_L} \rangle &= \frac{\Delta_\sigma}{2\pi v_{\sigma}} \ln \frac{2\Lambda}{|\Delta_\sigma|}, \quad a = \sigma, l, \\
    \langle \psi_{lR} \psi_{lL} \rangle &= -\frac{1}{4\pi v_{l}} \left[ \Delta_+ \ln \frac{2\Lambda}{|\Delta_+|} - \Delta_- \ln \frac{2\Lambda}{|\Delta_-|} \right], \\
    \langle \psi_{lR} \psi_{lL} \rangle &= -\frac{1}{4\pi v_{l}} \left[ \Delta_+ \ln \frac{2\Lambda}{|\Delta_+|} + \Delta_- \ln \frac{2\Lambda}{|\Delta_-|} \right].
\end{align*}

\begin{align}
    \langle \frac{\Delta_\sigma}{\Delta_l} \frac{\Delta_E}{\Delta_S} \rangle = \left( \begin{array}{c}
    \frac{\Delta_\sigma}{\Delta_l} \\
    \frac{\Delta_E}{\Delta_S}
    \end{array} \right) \\
    \left( \begin{array}{c}
    -U_\sigma & 2G_{\sigma\sigma} & 2G_{\sigma\chi} \\
    2G_{\sigma\sigma} & -U_l & 2G_{\sigma\chi} \\
    2G_{\sigma\chi} & 2G_{\sigma\chi} & 0
    \end{array} \right) \\
    \left( \begin{array}{c}
    \Delta_\sigma \\
    \Delta_l \\
    \Delta_S
    \end{array} \right) \\
    \left( \begin{array}{c}
    \Delta_\sigma \\
    \Delta_l \\
    \Delta_S
    \end{array} \right). \quad \text{(B3)}
\end{align}

Denoting the largest negative eigenvalue of $G$ by $\lambda$, the gap is then given by

\begin{align}
    \Delta = 2\Lambda e^{-2\pi \lambda} = 2\Lambda e^{-2\pi \lambda}.
\end{align}

FIG. 5. The mean-field solution for the gaps $\Delta_\sigma$ (blue dashed line), $\Delta_l$ (green dotted line), $\Delta_E$ (red solid line), and $\Delta_S$ (orange dash-dotted line). Parameters correspond to a GaAs nanowire with $R = 25$ nm and $\epsilon_f = 0.3E_I$. 
Since the RG flows exhibit a divergence at a finite scale \( l = l^* \), the gap is also equal to

\[
\Delta = 2\Delta_0 e^{-l^*} \approx 2\epsilon_F e^{-l^*}.
\]  

(B5)

The solution of the mean-field equations (B3) for a GaAs nanowire with \( R = 25 \text{ nm} \) and \( \epsilon_F = 0.3E_i = 0.26 \text{ meV} \) is shown as a function of the running scale in Fig. 5. Applying mean-field theory with the bare interactions \((l = 0)\), we find that gaps exist in all sectors, with \( |\Delta_\sigma|, |\Delta_v|, |\Delta_1^E| \gg |\Delta_1^S| \approx 0.25 \text{ meV} \). Under the RG flow, we find that \( \Delta_1^E \to 0 \) and the remaining gaps converge to a value \( \approx 0.017 \text{ meV} \). This shows that second-order RG is necessary to resolve the competition between the excitonic and superconducting orders in the \( \chi \) sector.

\section*{APPENDIX C: CALCULATION OF THE EXPONENT \( \gamma \)}

The Hamiltonian density in the charge sector is

\[
\mathcal{H} = \frac{1}{4\pi} \left[ \left( v_0 + \frac{U_{00}}{\pi} \right)(\partial_x \varphi_{\rho\rho}^R)^2 + \left( v_1 + \frac{2U_{11} + 2U_{1,-1} + V_2}{2\pi} \right)(\partial_x \varphi_{\rho\rho}^L)^2 + \frac{2\sqrt{2}U_{01}}{\pi} \varphi_{\rho\rho}^R \varphi_{\rho\rho}^L \right] + R \to L
\]

\[
- \frac{1}{4\pi^2} \{(2U_{00} - \widetilde{U}_{00})\partial_x \varphi_{\rho\rho}^R \partial_x \varphi_{\rho\rho}^L + (2U_{11} + 2U_{1,-1} - \widetilde{U}_{11} - \widetilde{U}_{1,-1})\partial_x \varphi_{\rho\rho}^R \partial_x \varphi_{\rho\rho}^L + 2\sqrt{2}U_{01}\partial_x \varphi_{\rho\rho}^R \partial_x \varphi_{\rho\rho}^L + L \leftrightarrow R \} \right],
\]

where the fields

\[
\varphi_{\rho\rho}^R = \frac{\varphi_{\rho\rho}^{R,1,1} + \varphi_{\rho\rho}^{R,1,\downarrow} + \varphi_{\rho\rho}^{R,1,\downarrow} + \varphi_{\rho\rho}^{R,-1,\downarrow}}{2},
\]

\[
\varphi_{\rho\rho}^R = \frac{\varphi_{\rho\rho}^{R,0,\uparrow} + \varphi_{\rho\rho}^{R,0,\downarrow}}{\sqrt{2}} \tag{C2}
\]

and \( \uparrow, \downarrow \) are the spin indices. The interactions are given by

\[
U_{11} = \frac{2e^2}{\epsilon_r} \ln \frac{2L}{R} = U_0, \quad \widetilde{U}_{11} = \frac{2e^2}{\epsilon_r} I_0(2k_l R)K_0(2k_l R),
\]

\[
\widetilde{U}_{1,-1} = \frac{2e^2}{\epsilon_r} I_2(2k_l R)K_2(2k_l R), \tag{C3}
\]

where \( R \) is the radius of the wire, \( k_l \) are the Fermi momenta in bands \( l = 0, \pm 1 \), and \( L \gg R \) is the distance to the nearest screening plane.

The Hamiltonian density must be diagonalized via canonical transformation, which gives

\[
\mathcal{H} = \sum_{\gamma = 1,2} \frac{v_\gamma}{4\pi} \left[ (\partial_x \varphi_{\gamma\gamma}^R)^2 + (\partial_x \varphi_{\gamma\gamma}^L)^2 \right], \tag{C4}
\]

where

\[
\partial_x \varphi_{\gamma\gamma}^R = \sum_{\alpha} U_{\gamma\alpha}^R \partial_x \varphi_{\alpha\alpha}^R - V_{\gamma\alpha}^L \partial_x \varphi_{\alpha\alpha}^L,
\]

\[
\partial_x \varphi_{\gamma\gamma}^L = \sum_{\alpha} -V_{\gamma\alpha}^R \partial_x \varphi_{\alpha\alpha}^R + U_{\gamma\alpha}^L \partial_x \varphi_{\alpha\alpha}^L,
\]

\[
\alpha = (\rho^0, \rho^+), \tag{C5}
\]

FIG. 6. Calculated values of the exponent \( \gamma \) appearing in Eq. (22) as a function of the ratio \( L/R \), where \( L \) is the distance to the screening plane and \( R \) is the radius of the wire.
and the coefficients satisfy

\[
\begin{pmatrix}
2\pi v_0 + 2U_0 & 2\sqrt{2}U_0 & -2U_0 + U_{00} & -2\sqrt{2}U_0 \\
2\sqrt{2}U_0 & 2\pi v_1 + 4U_0 + V_2 & -2\sqrt{2}U_0 & -4U_0 + U_{11} + U_{11,-1} \\
2U_0 - U_{00} & 2\sqrt{2}U_0 & -2\pi v_0 - 2U_0 & -2\sqrt{2}U_0 \\
2\sqrt{2}U_0 & 4U_0 - U_{11} - U_{11,-1} & -2\pi v_1 - 4U_0 - V_2
\end{pmatrix} \begin{pmatrix}
U^{\rho\rho} \\
U^{\gamma\rho} \\
V^{\rho\rho}
\end{pmatrix} = 2\pi v_\gamma \begin{pmatrix}
U^{\rho\rho} \\
U^{\gamma\rho} \\
V^{\rho\rho}
\end{pmatrix},
\]

(C6)

with \(v_\gamma > 0\).

Since \(\varphi^{R,\rho}_\gamma, \varphi^{R,\rho}_\gamma\) are free fields, their correlation functions are given by

\[
\langle e^{i\phi(x,\tau) - \phi^0(x,0)} \rangle = \langle e^{i\psi(x,\tau) - \psi^0(x,0)} \rangle = \frac{1}{|\tau|^{\gamma}}.
\]

(C7)

The correlation function

\[
\langle e^{i\phi_{\rho,\rho}(x,\tau) - \phi^0_{\rho,\rho}(x,0)} \rangle
\]

may then be calculated straightforwardly by transformation from the \(\varphi^{R,\rho}_\gamma, \varphi^{R,\rho}_\gamma\) fields to the free bosonic fields. \(\gamma\) is plotted as a function of \(L/R\) in Fig. 6. We obtain \(\gamma \approx 2–3\) in the range \(10 < L/R < 100\).