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\textbf{ABSTRACT}
This paper examines linearly constrained bilevel programming problems in which the upper-level objective function depends on both the lower-level primal and dual optimal solutions. We parametrize the lower-level solutions and thereby the upper-level objective function by the upper-level variables and argue that it may be non-convex and even discontinuous. However, when the upper-level objective is affine in the lower-level primal optimal solution, the parametric function is piece-wise linear. We show how this property facilitates the application of parametric programming and demonstrate how the approach allows for decomposition of a separable lower-level problem. When the upper-level objective is bilinear in the lower-level primal and dual optimal solutions, we also provide an exact linearization method that reduces the bilevel problem to a single-level mixed-integer linear program (MILP). We assess the performance of the parametric programming approach on two case studies of strategic investment in electricity markets and benchmark against state-of-the-art MILP and non-linear solution methods for bilevel optimization problems. Preliminary results indicate substantial computational advantages over several standard solvers, especially when the lower-level problem separates into a large number of subproblems. Furthermore, we show that the parametric programming approach succeeds in solving problems to global optimality for which standard methods can fail.

\textbf{KEYWORDS}
optimization; linear programming; non-linear programming; investment;

\textbf{1. Introduction}

Despite its complexity, bilevel programming has become a well-studied subject in optimization due to its many application areas, including economics and engineering. In economics, for example, bilevel programming provides a framework for the Stackelberg game (Stackelberg, 1934), in which a leader makes optimal decisions, while anticipating the reactions of one or more followers. For reviews of applications; see Dempe, Kalashnikov, Pérez-Valdés, and Kalashnykova (2015), Saharidis, Conejo, and Kozanidis (2013), Colson, Marcotte, and Savard (2007), Colson, Marcotte, and Savard (2005) and Bard (1998).
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This paper considers linearly constrained bilevel programming problems with lower-level primal and dual optimal solutions in the upper-level objective function (abbreviated BPP-Ds). The structure of BPP-Ds arises in many applications. Important examples are economic decision problems in which a strategic agent maximizes profit at an upper level, while anticipating market-clearing at a lower level. The upper-level objective function involves a bilinear product of lower-level primal and dual optimal solutions such as a revenue. For example, the primal and dual solutions represent quantities and market prices, respectively. Often, the lower-level problem includes a number of separate market-clearing conditions, e.g., for hours of a day or days of a year. Besides leader-follower games in economics, well-known problems of bilevel optimization or the related mathematical programming with equilibrium constraints (MPEC) are found in production and marketing, facility location, transportation design and robotics; see Luo, Pang, and Ralph (1996), Bard (1998) and Dempe (2018). In energy economics, examples of upper-level strategic decisions are generation capacities, as by Conejo, Baringo, Kazempour, and Siddiqui (2016), Kazempour, Conejo, and Ruiz (2011), Baringo and Conejo (2011) and Koschker and Möst (2016), transmission capacitites; cf. Garcés, Conejo, García-Bertrand, and Romero (2009), or price-offering decisions as by Ruiz and Conejo (2009). Bilinear products of primal and dual variables are likewise found in many complementarity models and MPECs; cf. Ehrenmann and Smeers (2011), Gabriel, García-Bertrand, Sahakij, and Conejo (2006), Chen, Hobbs, Leyffer, and Munson (2006), Ruiz and Conejo (2009) and Gabriel and Leuthold (2010).

Our aim is to provide a formal analysis of the BPP-D with a view towards parametric programming. In particular, we parametrize the lower-level optimal solutions and thereby the upper-level objective function by the upper-level variables and discuss why it may be non-convex and even discontinuous. When the upper-level objective is affine in the lower-level primal optimal solution, and hence, also when the upper-level objective is bilinear in the primal and dual optimal solutions, we show that the parametric function is likewise affine on its critical regions, i.e., the regions of upper-level solutions for which the same lower-level basis is optimal.

As our main contribution, we demonstrate how the piece-wise linearity of the upper-level objective function facilitates the application of parametric programming. In the spirit of Gal (1995) and Faísca, Dua, Rustem, Saraiva, and Pistikopoulos (2007), we iteratively determine neighboring critical regions and completely specify the parametric function. As a result, we reduce the bilevel problem to solving a single-level linear programming (LP) problem over each region. In contrast to state-of-the-art non-linear solution methods, this approach guarantees global optimality. Moreover, we extend the parametric programming approach to allow for decomposition when the lower level separates into a number of subproblems for a fixed upper-level solution.

When the upper-level objective is bilinear in the lower-level primal and dual optimal solutions, we also provide sufficient conditions for exact linearization, using the optimality conditions and strong duality of the lower-level problem. This produces a single-level MPEC with linear objective function, which can be reformulated to a mixed-integer linear program (MILP) under certain assumptions. The MPEC and MILP can be solved by standard software for non-linear or mixed-integer programming, respectively. To the best of our knowledge, the existing literature does not cover such conditions for linearization of the general BPP-D.

We illustrate the characteristics of the parametric function on a stylized problem of investment in generation capacity. For two more detailed case studies of investment in generation and transmission capacity, respectively, we assess the performance of the parametric programming approach and benchmark against the MILP (when reformu-
lation is possible) and standard non-linear solvers to bilevel optimization problems.

2. Literature review

Many reformulations and algorithms have been suggested for the highly challenging class of bilevel optimization problems (and the closely related class of MPECs) that are generally NP-hard; cf. Ben-Ayed and Blair (1990). When the lower-level problem is convex, a reformulation is obtained by replacing it by its Karush-Kuhn-Tucker (KKT) optimality conditions; see Dempe (2018) and Mirrlees (1999). As a result, the bilevel problem becomes an MPEC, which is single-level but non-convex. Such MPEC can be solved via an equivalent MILP or by descent algorithms or penalty function methods; see Colson et al. (2005). Another reformulation can be obtained by using the optimal value function; cf. Outrata (1988). A number of algorithms are particularly relevant for linearly constrained bilevel optimization problems. Examples include the vertex enumeration and descent method by Han, Liu, and Wang (2000) and enumeration of the basis matrices of the lower-level problem; see Liu and Spencer (1995) and Dempe (2018), which is of polynomial time. For reviews of solution methods to bilevel optimization, we refer to Vicente and Calamai (1994) and Dempe (2018) and for descent methods or penalty functions, also to Colson et al. (2005). Due to the non-linearity of the upper-level objective function, however, these methods may not directly apply to the general BPP-D and/or do not guarantee global optimality.

Closest to our work is the global optimization approach by Faisca et al. (2007) for linearly and quadratically constrained bilevel optimization problems. Like our approach, the method relies on parametric programming methods; see Gal (1995) or Dua, Bozinis, and Pistikopoulos (2002). Yet, we allow for bilinear terms of lower-level primal and dual variables in the upper-level objective, whereas Faisca et al. (2007) limit the focus to lower-level primal variables in a linear or quadratic upper-level objective function. Furthermore, no decomposition is offered.

The existing literature deals with bilinear objective terms in various ways. Certain problem structures allow for exact linearization by using optimality conditions and duality theory. This strategy can be found in many applications. For examples in energy markets; see Gabriel, Conejo, Fuller, Hobbs, and Ruiz (2013) and Conejo et al. (2016). For the specific problem of Hobbs, Metzler, and Pang (2000), the complementarity conditions of the lower-level problem allow the authors to replace the upper-level bilinear objective function by a concave quadratic function. Other approaches approximate the bilinear product via integer variables and/or logical constraints; cf. Koschker and Möst (2016) and Gabriel and Leuthold (2010), or using Schur’s decomposition and special ordered sets of variables; see Gabriel et al. (2006). Whereas previous studies apply linearization of the bilinear terms to specific problems only, the present paper provides sufficient conditions for exact linearization in a general class of problems.

In many applications of bilevel optimization, the lower-level problem separates into a number of subproblems for a fixed upper-level solution. In such cases, decomposition can provide computational advantages. However, the parametric functions involved, be it an upper-level objective term or a lower-level value function, are non-convex. Nevertheless, Kazempour and Conejo (2012) present a Benders’ decomposition approach, for which the lower-level value function is argued to be sufficiently convex. The single-level MPEC and MILP reformulations are generally not separable and decomposition is therefore difficult. In contrast, our parametric programming approach easily extends to allow for decomposition in spite of non-convexity.
The remainder of this paper is organized as follows: In Section 3, we define and analyze the BPP-D. Section 4 presents the parametric programming approach, whereas Section 5 contains reformulation and linearization of the BPP-D. Examples and numerical results are provided in Section 6 and Section 7 concludes.

3. Bilevel programming with lower-level primal and dual information in the upper level

We consider a linearly constrained bilevel programming problem with lower-level primal and dual optimal solutions in the upper-level objective function (BPP-D). The problem is defined as follows:

\[
\begin{align*}
\min_{x} & \quad c^T x + f(y^*, \lambda^*) \quad \text{(1a)} \\
\text{s.t.} & \quad Ax = b \quad \text{(1b)} \\
& \quad x \geq 0 \quad \text{(1c)} \\
& \quad y^* \in \arg\min_{y} \{p^T y \} \quad \text{(1d)} \\
& \quad \text{s.t.} \quad Cy = Dx + e \quad \text{(1e)} \\
& \quad y \geq 0 \quad \text{(1f)} \\
& \quad \lambda^* \in \arg\max_{\lambda} \{\lambda^T (Dx + e) \} \quad \text{(1g)} \\
& \quad \text{s.t.} \quad C^T \lambda \leq p \quad \text{(1h)}
\end{align*}
\]

The upper-level objective function (1a) involves a linear function of the upper-level variables, \( x \in \mathbb{R}^n \), and a function \( f : \mathbb{R}^l \times \mathbb{R}^k \to \mathbb{R} \) of lower-level primal and dual optimal solutions, \( y^* \in \mathbb{R}^l \) and \( \lambda^* \in \mathbb{R}^k \), respectively. For simplicity, we assume that the upper-level constraints (1b) depend only on \( x \) and not on \( y^* \) and \( \lambda^* \). This assumption is common in the bilevel programming literature, as such dependence could result in a disconnected or empty feasible region of the BPP-D; cf. Colson et al. (2005) and Shi, Lu, and Zhang (2005).

The linear programming (LP) problem (1d)-(1f) is the lower-level primal problem and (1g)-(1h) is the corresponding dual problem. The upper-level variables \( x \) are fixed parameters in the right-hand side of the lower-level primal problem and the objective function of the dual problem. Hence, \( y^* \) and \( \lambda^* \) are implicitly parameterized by \( x \) and so is the function \( f(y^*, \lambda^*) \).

The upper-level cost vector and the vector of right-hand sides have dimensions \( c \in \mathbb{R}^n \) and \( b \in \mathbb{R}^m \), and the lower-level cost vector and right-hand side have dimensions \( p \in \mathbb{R}^l \) and \( e \in \mathbb{R}^k \). All constraints are linear. Accordingly, the constraint matrices have the dimensions \( A \in \mathbb{R}^{n \times m} \), \( C \in \mathbb{R}^{k \times l} \) and \( D \in \mathbb{R}^{k \times n} \).

We define the feasibility sets

\[
S = \{ x \in \mathbb{R}^n \mid Ax = b, x \geq 0 \},
\]

and for a fixed solution \( x \in \mathbb{R}^n \),

\[
P(x) = \{ y \in \mathbb{R}^l \mid Cy = Dx + e, y \geq 0 \},
\]
of the upper-level and lower-level problems, respectively. Moreover, we let

\[ S^* = S \cap \{ x \in \mathbb{R}^n \mid P(x) \neq \emptyset \}, \]

i.e., the set of solutions that are feasible in the upper-level problem and produces a feasible lower-level problem. Clearly, \( P \) and \( S \) are (closed and convex) polyhedra. The set \( S^* \) is likewise a polyhedron; see Gal (1995).

The following assumptions ensure feasibility and boundedness of the BPP-D.

**Assumption 3.1.** Assume that \( \{ \lambda \in \mathbb{R}^l \mid C^T \lambda \leq p \} \) is non-empty and \( S^* \) is non-empty and bounded.

Moreover, for fixed \( x \in S^* \), the assumptions guarantee primal and dual feasibility and thereby also optimality of the lower-level problem.

With these assumptions, we can define \( y^*(x) \) and \( \lambda^*(x) \) to be lower-level primal and dual optimal solutions for fixed \( x \in S^* \). Hence, the parameterized solutions \( y^* := y^*(x) \) and \( \lambda^* := \lambda^*(x) \) in (1a)-(1h) are well-defined. For non-unique primal and dual optimal solutions to (1d)-(1f) and (1g)-(1h), \( y^*(x) \) and \( \lambda^*(x) \) may be chosen as so-called optimistic or pessimistic solutions to a bilevel programming problem, as defined by Colson et al. (2005). The optimistic and pessimistic solutions are the best and worst lower-level solutions, respectively, with respect to the upper-level objective function. If these likewise also non-unique, one of them may simply be chosen.

By choosing an optimal solution to the lower-level problem, we can define the function

\[ F(x) = f(y^*(x), \lambda^*(x)), \ x \in S^*. \]

With this parametrization, the BPP-D becomes

\[
\begin{align*}
\min & \ c^T x + F(x) \\
\text{s.t.} & \ x \in S^*
\end{align*}
\]

This is a single-level linearly constrained optimization problem with regard to \( x \), albeit \( F(x) \) is generally not known in closed form. We aim to characterize the function \( F \) in certain cases that allow for computational tractability of the BPP-D.

We start by analyzing the lower-level LP in more detail. Let therefore \( x \in S^* \) be given. Assume that the rank of the matrix \( C \) is \( k \). Let \( B \in \mathbb{R}^{k \times k} \) be a basis for \( P(x) \), i.e., a non-singular \( k \times k \) submatrix of \( C \). The primal basic solution is \( y(x)^T = (y_B(x)^T, y_N(x)^T) \), where \( y_B(x) = B^{-1}(Dx + e) \) and \( y_N(x) = 0 \) are the subvectors with \( k \) basic and \( l-k \) non-basic variables, respectively. The complementary dual basic solution is \( \lambda(x) = (B^{-1})^T p_B \), where \( p_B \) is the subvector of \( p \) with entries corresponding to the \( k \) basic variables.

For the lower-level LP, a basic solution is either degenerate or non-degenerate. For convenience, we include the definition of degeneracy.

**Definition 3.2.** (Bertsimas & Tsitsiklis, 1997) Let \( B \in \mathbb{R}^{k \times k} \) be a basis for \( P(x) \). A basic solution \( y(x)^T = (B^{-1}(Dx + e), 0)^T \) is degenerate if more than \( l-k \) of the \( l \) variables are zero.

Consequently, a basic solution is non-degenerate if \( k \) variables are non-zero and \( l-k \) variables are zero. For a non-degenerate solution, \( B \) is uniquely defined. For a
degenerate primal basic solution, however, \(\mathbf{B}\) is no longer uniquely defined and the complementary dual basic solution is non-unique.

The following defines critical regions.

**Definition 3.3.** (Gal, 1995) Let \(\mathbf{B} \in \mathbb{R}^{k \times k}\) be a basis for \(P(\mathbf{x})\). The critical region corresponding to \(\mathbf{B}\) is \(\Lambda_{\mathbf{B}} = \{\mathbf{x} \in S^* | \mathbf{B}^{-1}(\mathbf{Dx} + \mathbf{e}) \geq 0\}\).

The critical region corresponding to \(\mathbf{B}\) is the set of \(\mathbf{x} \in S^*\) for which (1d)-(1f) has a basic solution \(\mathbf{y}(\mathbf{x})^T = (\mathbf{B}^{-1}(\mathbf{Dx} + \mathbf{e}), 0)^T\) that satisfies non-negativity \(\mathbf{y}(\mathbf{x}) \geq 0\). As the constraints \(\mathbf{Cy}(\mathbf{x}) = \mathbf{Dx} + \mathbf{e}\) are satisfied by construction, this implies that \(\mathbf{y}(\mathbf{x})\) is primal feasible. The complementary dual basic solution \(\lambda(\mathbf{x})\) likewise satisfies \(\mathbf{C}^T \lambda(\mathbf{x}) \leq \mathbf{p}\) by construction and is therefore dual feasible. As a result, the basis \(\mathbf{B}\) is optimal for all \(\mathbf{x} \in \Lambda_{\mathbf{B}}\). Note that like \(S^*\), \(\Lambda_{\mathbf{B}}\) is a polyhedron. Note also that on the boundaries of a critical region, the basis may not uniquely defined, or equivalently, the lower-level primal problem may be degenerate and the dual problem may have multiple optimal solutions.

Now, let \(\mathcal{B}\) be the set of all optimal bases for \(P(\mathbf{x})\) with \(\mathbf{x} \in S^*\). Evidently,

\[
S^* = \bigcup_{\mathbf{B} \in \mathcal{B}} \Lambda_{\mathbf{B}}
\]

i.e., \(S^*\) is the union of all critical regions.

We proceed to determine the gradient of \(F\) on the interior of the critical regions and address the special case in which it is constant. For a given basis \(\mathbf{B}\), we denote the interior of \(\Lambda_{\mathbf{B}}\) by \(\Lambda_{\mathbf{B}}^0\).

**Proposition 3.4.** Let \(\Lambda_{\mathbf{B}} \subseteq S^*\) be the critical region corresponding to the basis \(\mathbf{B}\). Then, \(F(\mathbf{x})\) is differentiable on \(\Lambda_{\mathbf{B}}^0\) with gradient

\[
\nabla F(\mathbf{x}) = (\mathbf{B}^{-1}\mathbf{D})^T \frac{\partial f}{\partial \mathbf{y}_{\mathbf{B}}}(\mathbf{y}^*(\mathbf{x}), \lambda^*(\mathbf{x})), \; \mathbf{x} \in \Lambda_{\mathbf{B}}^0.
\]

where \(\partial f / \partial \mathbf{y}_{\mathbf{B}}\) is the vector of the \(k\) derivatives of \(f\) with respect to the basic variables of \(\mathbf{y}_{\mathbf{B}}\). If \(f(\cdot, \lambda)\) is an affine function for any given \(\lambda\), then \(F(\cdot)\) is an affine function on \(\Lambda_{\mathbf{B}}^0\).

**Proof.** Let \(\mathbf{x} \in \Lambda_{\mathbf{B}}^0\). The primal optimal basic solution is given as \(\mathbf{y}^*(\mathbf{x})^T = (\mathbf{y}_{\mathbf{B}}^*(\mathbf{x})^T, \mathbf{y}_{\mathbf{N}}^*(\mathbf{x})^T) = (\mathbf{B}^{-1}(\mathbf{Dx} + \mathbf{e}), 0)^T\), and hence, \(\mathbf{y}_{\mathbf{N}}^*(\mathbf{x})\) does not depend on \(\mathbf{x}\) at optimality. The complementary dual basic solution is \(\lambda^*(\mathbf{x}) = (\mathbf{B}^{-1})^T \mathbf{p}_{\mathbf{B}}\), and so, \(\lambda^*(\mathbf{x})\) likewise does not depend on \(\mathbf{x}\) at optimality.

Using the chain rule to find the gradient of \(F\), we obtain

\[
\frac{\partial F}{\partial x_i}(\mathbf{x}) = \sum_{j=1}^k \frac{\partial f}{\partial y_j^*}(\mathbf{y}^*, \lambda^*) \frac{\partial y_j^*}{\partial x_i}(\mathbf{x}) + \sum_{j=1}^k \frac{\partial f}{\partial \lambda_j^*}(\mathbf{y}^*, \lambda^*) \frac{\partial \lambda_j^*}{\partial x_i}(\mathbf{x})
\]

\[
= \sum_{j \in B} \frac{\partial f}{\partial y_j^*}(\mathbf{y}^*, \lambda^*)(\mathbf{B}^{-1}\mathbf{D})_{ji}, \; i = 1, \ldots, n,
\]

where \(y_j^*, i \in B\) refer to the basic variables of \(\mathbf{y}_{\mathbf{B}}\).

If \(f\) is affine, then \(\partial f / \partial y_j^*, j = 1, \ldots, k\) are constant. As a result, \(\partial F / \partial x_i, i = 1, \ldots, n\) are constant, and thus, \(F\) is affine. \(\square\)
As a result of Proposition 3.4, $F$ is a piece-wise linear (but not necessarily continuous) function on $S^*$. To see that $F$ is not necessarily continuous, recall that on the boundaries of the critical regions, the lower-level dual problem may have multiple optimal solutions. Moreover, within a critical region, the dual solution is constant. If the dual solutions (e.g., optimistic or pessimistic) to two neighboring critical regions are different, a discontinuous jump occurs in the parametric function $F$.

The piece-wise linearity facilitates the application of parametric programming. In particular, $F$ is completely specified by its gradient on the interiors of the critical regions and thereby easily on its entire domain. For the remainder of this paper, we therefore make the following assumption, unless otherwise specified.

**Assumption 3.5.** Assume that for any given $\lambda$, $f(\cdot, \lambda)$ is an affine function.

An important special case of a BPP-D is when $f(\cdot, \cdot)$ is a bilinear function of the general form

$$f(y, \lambda) = d^T y + h^T \lambda + \lambda^T H y,$$

with $d \in \mathbb{R}^l$, $h \in \mathbb{R}^k$ and $H \in \mathbb{R}^{k \times l}$. For a given basis $B$ and $x \in \Lambda^o_B$, by Proposition 3.4, the gradient of $F$ is

$$\nabla F(x) = (B^{-1} D)^T (d_B + H_B T p_B^T B^{-1}),$$

where $d_B$ is the subvector of $d$ with entries corresponding to the basis $B$ and $H_B$ is the submatrix of $H$ with columns corresponding to the basis $B$.

4. Parametric Programming

To solve the BPP-D, we utilize (2) and propose a parametric programming approach. The approach takes advantage of the critical regions and Proposition 3.4, characterizing the parametric function $F$ on these.

The first step to solve the BPP-D is to determine the critical regions. To do this, we follow Gal (1995). We introduce the so-called neighboring critical regions of the lower-level primal problem (1d)-(1f).

**Definition 4.1.** (Gal, 1995) Two critical regions, $\Lambda_1, \Lambda_2$, are **neighbors** if the following holds for their corresponding bases $B_1, B_2$:

1. There exists an $x \in S^*$ for which $B_1$ and $B_2$ both are optimal bases to (1d)-(1f).
2. It is possible to pass from $B_1$ to $B_2$ in one iteration of the dual simplex method.

Note that a neighboring basis is defined in terms of an iteration of the dual simplex method, but not the primal simplex method.

Instead of determining all critical regions corresponding to optimal bases of (1d)-(1f), by (Gal, 1995) (Theorem IV-6 and IV-7), it is sufficient to iterate through neighbors. More precisely, let $B^*$ be the set of optimal bases, obtained by starting from some initial basis and successively determining all neighbors to the current basis. Then,

$$S^* = \bigcup_{B \in B^*} \Lambda_B.$$
Furthermore, when a neighboring basis is defined in terms of an iteration of the dual simplex method, \( \Lambda_{B_1} \cap \Lambda_{B_2} = \emptyset \) for \( B_1, B_2 \in B^* \), i.e., neighbors overlap only at their boundaries; cf. Gal (1995) (Theorem IV-5). Although it may sometimes be possible to pass from one basis to another by an iteration of the primal simplex method, the interiors of the critical regions overlap in this case (Gal, 1995).

We now describe how to obtain a neighbor. Consider a basis \( B \) and the corresponding critical region \( \Lambda_B \). Let \( x \in \Lambda_B \) and consider the primal basic solution \( y^T := y(x)^T = (B^{-1}(Dx + e), 0)^T \). To determine if a neighbor exists, we examine the potential variables to leave basis in the dual simplex method. The variable \( y_i, i \in B \) can only leave the basis if

\[
(B^{-1}C)_{ij} < 0 \text{ for at least one non-basic variable } y_j, \tag{3}
\]

i.e., the value of the basic variable \( y_i \) decreases as a \( y_j \) enters the basis and increases its value. Moreover, \( y_i \) can only leave the basis if there exist an \( x^* \in S^* \) such that

\[
(B^{-1}(Dx^* + e))_i = 0, \tag{4}
\]

i.e., the value of the objective function does not decrease, and thus, the current and new bases are both optimal. To find such an \( x^* \), we solve the LP problem

\[
\begin{align*}
\text{min } & (B^{-1}(Dx + e))_i \\
\text{s.t. } & B^{-1}(Dx + e) \geq 0 \\
& Ax = b \\
& x \geq 0
\end{align*}
\]

If the optimal solution, \( x^* \), to (5) has an optimal value of zero, then \( \Lambda_B \) has a neighbor. The neighbor is obtained by replacing \( x \) by \( x^* \) in (1d)-(1f) and carrying out an iteration of the dual simplex method, letting the leaving variable be \( y_i \) and the entering variable \( y_j \) be determined by the minimum ratio test. The new optimal basic solution to the lower-level problem is clearly degenerate with two different bases corresponding to the neighboring critical regions.

On the basis of the above, we state the procedure for successively determining all neighbors.

**Algorithm 4.2.** Parametric Programming

Step 0 (initialization) Set \( h := 0 \). Given an initial solution \( x_0 \in S^* \), let \( x := x_0 \) in (1d)-(1f) and solve the problem. Store an optimal basis \( B_0 \) and determine \( F(x_0), \nabla F_{B_0}(x_0), \Lambda_{B_0} \). Set \( B := \{ B_0 \} \).

Step 1 (iteration \( h \)) If \( B = \emptyset \), then stop. Otherwise, set \( h := h + 1 \), select \( B_h \in B \) and set \( B := B \setminus \{ B_h \} \).

Step 2 (determine leaving variable) Let \( B := B_h \). Select an \( i \in B \) that has not yet been inspected and that satisfies (3). Solve the problem (5), let \( x_{hi} \) be an optimal solution and determine if a neighbor exists. If not, return to 2. If all \( i \in B \) have been inspected, return to Step 1.

Step 3 (determine entering variable) Let \( x := x_{hi} \) in (1d)-(1f) and carry out an iteration of the dual simplex method. Store a neighboring basis \( B_j \) and determine \( F(x_{hi}), \nabla F_{B_j}(x_{hi}), \Lambda_{B_j} \). Set \( B := B \cup \{ B_j \} \). Return to Step 2.
In Algorithm 4.2, $\mathcal{B}$ is a pool of bases to be investigated. In Step 0, the algorithm starts with some initial upper-level feasible solution, stores an optimal lower-level basis and determines the critical region and characteristics of the parametric function $F$. As this function is affine, it is sufficient to evaluate it and its gradient at the initial solution. If, in Step 1, there are no more bases in the pool $\mathcal{B}$, the algorithm terminates. Otherwise, a basis $\mathcal{B}_h$ is selected. In Steps 2 and 3, all neighbors to the critical region $\Lambda_{\mathcal{B}_h}$ are obtained by iterating through potential variables to leave the basis. For each of these, the variable to enter the basis is determined by the minimum ratio test of the dual simplex method. For all neighbors, the algorithm stores an optimal basis, determines the critical region and evaluates the parametric function. However, only bases that have not yet been investigated need to be added to the pool. Algorithm 4.2 terminates when all neighboring critical regions of $S^*$ are obtained. Finite termination of the approach is proven by Manas and Nedoma (1968).

To start the procedure, we assume an initial upper-level feasible solution is available. If no apparent initial feasible solution exists, then one can be found by solving (1) while omitting (1d) and (1g), i.e., assuming that all variables are determined by a single-level optimization problem. By further omitting any non-linear terms of $f$, the approximate problem becomes the LP

$$
\min c^T x + d^T y + h^T \lambda \\
\text{s.t.} \quad Ax = b \\
x \geq 0 \\
Cy = Dx + e \\
y \geq 0 \\
C^T \lambda \leq p
$$

With the upper-level variables fixed to their optimal values, the lower-level problem is likewise an LP. The combination of the solutions to the upper-level approximation and the lower-level problems is feasible in (1).

Having determined all neighboring critical regions of $S^*$, the next step is to solve the restriction of (2) to each region. For critical region $\Lambda_{\mathcal{B}}$ and given $x_{\mathcal{B}} \in \Lambda_{\mathcal{B}}$, the restricted problem is

$$
\min c^T x + F_{\mathcal{B}}(x_{\mathcal{B}}) + \nabla F_{\mathcal{B}}(x_{\mathcal{B}})^T (x - x_{\mathcal{B}}) \\
\text{s.t.} \quad x \in \Lambda_{\mathcal{B}}
$$

This is an LP, as $\Lambda_{\mathcal{B}}$ is a polyhedron. Moreover, $\Lambda_{\mathcal{B}}$ is non-empty and bounded. Thus, there exists an optimal basic solution, i.e., in a vertex of the critical region. Recall that in a vertex, the lower-level primal problem may be degenerate and the dual problem may have multiple optimal solutions. To obtain a global optimal solution to the BPP-D, we solve the LP problem (7) for all neighboring critical regions and compare their optimal solutions.

The parametric programming approach relies on the critical regions of $S^*$. An upper bound on the number of regions is the number of distinct bases in the lower-level problem, given by the binomial coefficient

$$
\binom{l}{k} = \frac{l!}{k!(l-k)!}.
$$
It can be computationally demanding to obtain all regions. Fortunately, it is sufficient to determine critical regions by iterating through all neighbors, the interiors of which do not overlap. Thus, the number of bases to investigate may be much lower.

This solution approach is particularly useful in two respects: Since the parametric programming method determines \( F(x) \) for every \( x \in S^* \), near-optimal solutions are automatically provided \textit{ex post}. For other solution methods to non-convex optimization problems such as the BPP-D, this postoptimal information is difficult to obtain, if at all available. More importantly, the method allows for decomposition of a BPP-D for which the lower-level separates into a number of subproblems for a fixed upper-level solution. We propose two variants of the decomposition approach: An exact solution method that finds the global optimum and a heuristic with some computational advantages. In the results, we refer to the above as the full parametric programming method and the two variants as decomposition by parametric programming and the parametric programming heuristic, respectively.

4.1. Decomposition

Consider a BPP-D of the form

\[
\begin{aligned}
\min & \quad c^T x + \sum_{t=1}^s f_t(y^*_t, \lambda^*_t) \\
\text{s.t.} & \quad Ax = b \\
& \quad x \geq 0 \\
& \quad y^*_t \in \arg\min \{ p^T_t y_t \} \\
& \quad \text{s.t.} \quad C_t y_t = D_t x + e_t, \quad y_t \geq 0 \quad \forall t \\
& \quad \lambda^*_t \in \arg\max \{ \lambda^T_t (D_t x + e_t) \} \\
& \quad \text{s.t.} \quad C^T_t \lambda_t \leq p_t \quad \forall t
\end{aligned}
\]  

(8a)  

(8b)  

(8c)  

(8d)  

(8e)  

(8f)  

(8g)  

(8h)

Note that for fixed \( x \in S^* \), the lower level separates into a number of LP problems indexed by \( t = 1, \ldots, s \). Moreover, the upper-level objective function involves a sum of functions \( f_t: \mathbb{R}^{l_t} \times \mathbb{R}^{k_t} \rightarrow \mathbb{R} \) of lower-level primal and dual optimal solutions \( y^*_t \in \mathbb{R}^{l_t} \) and \( \lambda^*_t \in \mathbb{R}^{k_t} \). The lower-level cost vector and right-hand side have dimensions \( p_t \in \mathbb{R}^{l_t} \) and \( e_t \in \mathbb{R}^{k_t} \) and the constraint matrices \( C_t \in \mathbb{R}^{k_t \times l_t} \) and \( D_t \in \mathbb{R}^{k_t \times n} \). Thus, the vectors and matrices of the BPP-D are partitioned into blocks such that \( p^T = (p^T_1, p^T_2, \ldots, p^T_s) \), \( e^T = (e^T_1, e^T_2, \ldots, e^T_s) \) and

\[
C = \begin{pmatrix}
C_1 & 0 & \cdots & 0 \\
0 & C_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & C_s
\end{pmatrix}, \quad D = \begin{pmatrix}
D_1 \\
D_2 \\
\vdots \\
D_s
\end{pmatrix}
\]

For fixed \( x \in \mathbb{R}^n \), we define the feasibility sets

\[
P_t(x) = \{ y_t \in \mathbb{R}^{l_t} \mid C_t y_t = D_t x + e_t, \ y_t \geq 0 \},
\]

and
and let

$$S^*_t = S \cap \{x \in \mathbb{R}^n \mid P_t(x) \neq \emptyset\}.$$  

We further define the parametric function as the sum

$$F(x) = \sum_{t=1}^{s} F_t(x),$$

where the function $F_t : \mathbb{R}^n \to \mathbb{R}$ is such that

$$F_t(x) = f_t(y^*_t(x), \lambda^*_t(x)), \ x \in S^*_t.$$  

Finally, we let $x \in S^*$ be given and let $B_t \in \mathbb{R}^{k_t \times k_t}$ be a basis for $P_t(x)$. The critical region corresponding to $B_t$ is then defined as

$$\Lambda_{B_t} = \{x \in S^*_t \mid B_t^{-1}(D_t x + e_t) \geq 0\}.$$  

Let $B_t^*$ be the set of all optimal bases to the lower-level subproblem indexed by $t$, obtained by starting from some initial basis and successively determining new neighbors to the current basis by Algorithm 4.2. By Gal (1995),

$$S^*_t = \bigcup_{B_t \in B_t^*} \Lambda_{B_t}.$$  

In solving a BPP-D of the form (8), the lower-level subproblems can be handled separately. In particular, the lower-level subproblem indexed by $t$ is processed by Algorithm 4.2, with the result being a set of critical regions. By such decomposition of the problem, the algorithm processes a higher number of smaller problems. To speed up computations, these smaller problems can be processed in parallel.

Proposition 4.3 shows that it is indeed sufficient to determine critical regions by iterating through neighbors, for one lower-level subproblem at a time.

**Proposition 4.3.** For a BPP-D of the form (8), the following holds

$$S^* = \bigcap_{t=1}^{s} S^*_t = \bigcap_{t=1}^{s} \left( \bigcup_{B_t \in B_t^*} \Lambda_{B_t} \right) = \bigcup_{(B_1, B_2, \ldots, B_s) \in B_1^* \times B_2^* \times \cdots \times B_s^*} \left( \bigcap_{t=1}^{s} \Lambda_{B_t} \right).$$

By Proposition 4.3, the BPP-D can be handled by solving restrictions of (8). For critical regions $\Lambda_{B_1}, \Lambda_{B_2}, \ldots, \Lambda_{B_s}$, the restricted problem is

$$\min c^T x + \sum_{t=1}^{s} F_t(x)$$

$$\text{s.t. } x \in \Lambda_{B_1} \cap \Lambda_{B_2} \cap \cdots \cap \Lambda_{B_s}$$

where $F_t$ is affine on $\Lambda_{B_t}$ and therefore $F$ is affine on $\Lambda_{B_1} \cap \Lambda_{B_2} \cap \cdots \cap \Lambda_{B_s}$. Thus, the restricted problem is an LP, and hence, there exists an optimal solution in a vertex of its feasible set.

As opposed to carrying out the optimization of the restricted problem, we may find all vertices of $\Lambda_{B_1} \cap \Lambda_{B_2} \cap \cdots \cap \Lambda_{B_s}$ and evaluate these. These are contained in the vertices of the sets $\Lambda_{B_1}, \Lambda_{B_2}, \ldots, \Lambda_{B_s}$. We find all vertices of all critical regions
corresponding to bases in \( B_1, B_2, \ldots, B_s \) and thereby avoid the examination of an exponential number of combinations of critical regions. To determine all vertices of a critical region, we use the vertex enumeration of Avis (2000); see also Avis and Fukuda (1996).

Since vertex enumeration is computationally expensive, we also propose a heuristic that replaces vertex enumeration by solving the following LP over each critical region

\[
\min c^T x + F_{t,B_t}(x_{B_t}) + \nabla F_{t,B_t}(x_{B_t})^T(x - x_{B_t})
\]

s.t. \( x \in \Lambda_B \)

A global optimal solution is not guaranteed by this heuristic. We do, however, maintain the advantages of decomposition.

5. Reformulation and linearization

As an alternative to the parametric programming approach, we discuss the possibilities of reformulation and linearization. If the lower level is an LP it can be replaced by its Karush-Kuhn-Tucker (KKT) optimality conditions (including primal and dual feasibility and complementarity), and the bilevel programming problem can be formulated as a (single-level) mathematical programming problem with equilibrium constraints (MPEC). By introducing binary variables to handle the complementarity constraints, the MPEC can, in turn, be formulated as a mixed-integer programming (MIP) problem. Such reformulation, however, may not facilitate a solution to the general BPP-D. For example, when the resulting MIP is neither linear nor convex, it is very challenging to many solvers.

Linearization is possible for special cases of a BPP-D. Our linearization is based on exploiting the complementarity constraints of the lower-level LP, which are bilinear. Throughout this section, we therefore assume that \( f(\cdot, \cdot) \) is a bilinear function.

**Assumption 5.1.** Assume that \( f(\cdot, \cdot) \) is a bilinear function on the form

\[
f(y, \lambda) = d^T y + h^T \lambda + \lambda^T Hy.
\]

In the following, we establish conditions under which the bilinear term can be linearized and the bilevel problem can be reformulated as an MPEC or a MILP with a linear objective function and that can be solved by standard solvers.

As a prerequisite, we make a number of definitions. Define the sets

\[
J_0 \triangleq \{j \in \{1, 2, \ldots, l\} : H_{ij} = 0 \ \forall i\},
\]

\[
I_0 \triangleq \{i \in \{1, 2, \ldots, k\} : D_{ij} = 0 \ \forall j\}.
\]

Hence, \( J_0 \) holds the indices of columns of \( H \) that contain only zeros and \( I_0 \) holds the indices of rows of \( D \) that contain only zeros. Moreover, we let \( \bar{J}_0 \triangleq \{1, 2, \ldots, l\} \setminus J_0, \bar{I}_0 \triangleq \{1, 2, \ldots, k\} \setminus I_0 \). Finally, define

\[
K_1 \triangleq \{j \in J_0 : C_{ij} = 0 \ \forall i \in \bar{I}^0\},
\]

\[
K_2 \triangleq J_0 \setminus K_1.
\]
With the definitions of $J_0, I_0, \bar{J}_0, \bar{I}_0, K_1$ and $K_2$, we construct the following partition of the vectors and matrices of the BPP-D into blocks (by permutations of columns and rows, without loss of generality). The matrix of the bilinear term is:

$$ H = \begin{pmatrix} \bar{J}_0 & J_0 \\ \bar{I}_0 & I_0 \end{pmatrix} = \bar{I}_0 \begin{pmatrix} H_{11} & 0 \\ H_{21} & 0 \end{pmatrix} $$

The lower-level constraint matrices are divided into the following blocks:

$$ C = \begin{pmatrix} \bar{J}_0 & K_1 & K_2 \\ \bar{I}_0 & C_{11} & C_{12} & C_{13} \\ I_0 & C_{21} & C_{22} & C_{23} \end{pmatrix} = \bar{I}_0 \begin{pmatrix} C_{11} & 0 & C_{13} \\ C_{21} & C_{22} & C_{23} \end{pmatrix} $$

$$ D = \begin{pmatrix} \bar{I}_0 & D_1 \\ \bar{I}_0 & D_2 \end{pmatrix} = \bar{I}_0 \begin{pmatrix} D_1 \\ 0 \end{pmatrix} $$

The lower-level vectors of variables and parameters are divided as follows:

$$ \lambda = \begin{pmatrix} \bar{I}_0 & \lambda_1 \\ \bar{I}_0 & \lambda_2 \end{pmatrix} \quad e = \begin{pmatrix} \bar{I}_0 & e_1 \\ \bar{I}_0 & e_2 \end{pmatrix} $$

$$ y = \begin{pmatrix} \bar{J}_0 & y_1 \\ K_1 & y_2 \\ K_2 & y_3 \end{pmatrix} \quad p = \begin{pmatrix} \bar{J}_0 & p_1 \\ K_1 & p_2 \\ K_2 & p_3 \end{pmatrix} $$

### 5.1. Complementarity constraints and linearization

The following assumptions allow for linearization.

**Assumption 5.2.** Assume that:

1. $H_{11} = 0$
2. $C_{21} = \alpha H_{21}$ for some $\alpha \in \mathbb{R}\{0\}$
3. $C_{23} = 0$

By replacing the lower level by its KKT-conditions and linearizing the bilinear term, we obtain an MPEC with linear objective function and constraints, except for its bilinear complementarity constraints. We state and prove this result below. Note that we refer to two equivalent formulations when their optimal solutions are the same.

**Proposition 5.3.** Under Assumptions 5.1 and 5.2, an equivalent formulation of the BPP-D is:

$$ \begin{align*}
\min & \quad c^T x + d^T y + h^T \lambda + (\lambda_2^T e_2 - p_2^T y_2)/\alpha \\
\text{s.t.} & \quad Ax = b \\
& \quad x \geq 0 \\
& \quad Cy = Dx + e \\
& \quad 0 \leq y \perp p - C^T \lambda \geq 0
\end{align*} $$
Proof. Since the lower level problem is an LP, the KKT-conditions are necessary and sufficient for optimality. These conditions are

\begin{align}
C y &= D x + e \quad (12a) \\
y &\ge 0 \quad (12b) \\
C^T \lambda &\le p \quad (12c) \\
p - C^T \lambda - \mu &= 0 \quad (12d) \\
y^T \mu &= 0 \quad (12e)
\end{align}

including primal feasibility (12a)-(12b), dual feasibility (12c), stationarity (12d) and complementarity (12e), and are equivalent to (11d)-(11e).

To linearize the upper-level objective function, we utilize the strong duality property for the lower-level LP (second equality), the lower-level constraints (12a) (fourth equality) and the definitions of $I_0$ and $K_1$:

\[
\begin{align*}
p^T_1 y_1 + p^T_2 y_2 + p^T_3 y_3 &= p^T y \\
 &= \lambda^T (D x + e) \\
 &= \lambda^T_1 (D_1 x + e_1) + \lambda^T_2 e_2 \\
 &= \lambda^T_1 (C_{11} y_1 + C_{13} y_3) + \lambda^T_2 e_2.
\end{align*}
\]

By rearranging terms and noting that $y^T_1 C_{11}^T \lambda_1 = \lambda_1^T C_{11} y_1$, we obtain

\[
y^T_1 (p_1 - C_{11}^T \lambda_1) = -p^T_2 y_2 - p^T_3 y_3 + \lambda^T_1 C_{13} y_3 + \lambda^T_2 e_2.
\]  

(13)

From the stationarity and complementarity constraints (12d)-(12e) and Assumption 4.2 we have that

\[
y^T_1 (p_1 - C_{11}^T \lambda_1) = \alpha y^T_1 H^T_{21} \lambda_2.
\]  

(14)

The constraints (12d)-(12e) and Assumption 4.3 likewise give us

\[
y^T_3 p_3 = y^T_3 C_{13}^T \lambda_1.
\]  

(15)

Substituting (14) and (15) into (13) we arrive at

\[
\alpha y^T_1 H^T_{21} \lambda_2 = -p^T_2 y_2 + \lambda^T_2 e_2,
\]  

(16)

and, finally, using the definitions of $J_0$ and Assumption 4.1, (16) becomes

\[
\lambda^T H y = (\lambda^T_2 e_2 - p^T_2 y_2)/\alpha.
\]  

(17)

The MPEC (11) can be solved using standard non-linear programming (NLP) software or designated MPEC solvers. We refer to these solution approaches as NLP and MPEC, respectively. Note that since the MPEC (11) is a non-convex optimization problem, NLP and MPEC solvers can only guarantee local optimality.
5.2. Integer programming formulations

The equivalent MPEC (11) can be solved to global optimality by introducing binaries to handle the disjunctive complementarity constraints; see Fortuny-Amat and McCarl (1981). The resulting problem is the following MILP:

\[
\begin{align*}
\text{min} & \quad c^T x + d^T y + h^T \lambda + (\lambda_2^T e_2 - p^T_2 y_2)/\alpha \\
\text{s.t.} & \quad Ax = b \\
& \quad Cy = Dx + e \\
& \quad 0 \leq y_j \leq M \delta_j \quad \forall j \\
& \quad 0 \leq p_j - \sum_{i=1}^{k} C_{ij} \lambda_i \leq M (1 - \delta_j) \quad \forall j \\
& \quad x \geq 0, y \geq 0, \delta \in \{0, 1\}^l
\end{align*}
\]

Here, \( M \) is a sufficiently large constant and \( \delta \) is a vector of binary variables. The choice of \( M \) can be difficult, since too small a constant may cut off feasible solutions while too large a constant may produce an ill-conditioned or weak LP-relaxation. For a general method to find suitable \( M \)'s; see also Pineda, Bylling, and Morales (2017).

A related formulation is based on special ordered sets (SOS). More specifically, we introduce SOS1 variables, for which only one element of a set is allowed to be non-zero. This likewise guarantees global optimality; cf. Siddiqui and Gabriel (2013). The problem is:

\[
\begin{align*}
\text{min} & \quad c^T x + h^T y + k^T \lambda + (\lambda_2^T e_2 - p^T_2 y_2)/\alpha \\
\text{s.t.} & \quad Ax = b \\
& \quad Cy = Dx + e \\
& \quad s_{j(1)} = y_j \quad \forall j \\
& \quad s_{j(2)} = p_j - \sum_{i=1}^{k} C_{ij} \lambda_i \quad \forall j \\
& \quad y \geq 0, x \geq 0
\end{align*}
\]

where the sets \( \{s_{j(1)}, s_{j(2)}\} \) are declared as SOS1 for each \( j \).

We refer to these reformulations as MILP and SOS, respectively.

6. Strategic investment

The structure of a bilevel programming problem with lower-level primal and dual information in the upper-level objective function may arise in many applications. Important examples are strategic investment problems, in which an investor maximizes the profit of investing (upper level), while anticipating the clearing of the market (lower level). The revenue of is often given by the bilinear product of a lower-level primal solution (production) times a lower-level dual solution (market price).

We illustrate the parametric programming method on three examples of strategic investment in electricity markets. The first example is a stylized problem of investment in generation capacity and serve to illustrate the characteristics of the parametric
function. The second and third examples are more detailed numerical case studies of investment in generation and transmission capacity, respectively.

6.1. Investment in production capacity

We consider a strategic investor, participating in a perfectly competitive market for dispatch of production and with inelastic demand. We adopt the following problem formulation by Conejo et al. (2016):

\[
\begin{align*}
\text{min} & \quad 40000x + 8760(10y^*_1 - \lambda^*_1 y_1^*) \\
\text{s.t.} & \quad 0 \leq x \leq 250 \\
& \quad y_1^* \in \text{argmin}\{10y_1 + 12y_2 + 15y_3 \} \\
& \quad y_1 + y_2 + y_3 = 200, \quad 0 \leq y_1 \leq x, \\
& \quad 0 \leq y_2 \leq 150, \quad 0 \leq y_3 \leq 100 \\
& \quad \lambda_1^* \in \text{argmax}\{200\lambda_1 + x\lambda_2 + 150\lambda_3 + 100\lambda_4 \} \\
& \quad \lambda_1 + \lambda_2 \leq 10, \quad \lambda_1 + \lambda_3 \leq 12, \\
& \quad \lambda_1 + \lambda_4 \leq 15, \quad \lambda_2, \lambda_3, \lambda_4 \geq 0
\end{align*}
\]

The upper-level variable, \(x\), is investment in generation capacity. The lower-level variables represent dispatch of production from the investor, \(y_1\), and its rivals in the market, \(y_2, y_3\). Moreover, \(\lambda_1\) is the market (shadow) price of production, and \(\lambda_2, \lambda_3, \lambda_4\) are the shadow prices of capacity. The upper-level objective function (20a) includes linear investment costs (40000 €/MW), and the number of hours in a year (8760) times the hourly operational (negative) profit. Profit is given by linear production costs (10 €/MWh) less the revenue, which is bi-linear. The upper-level constraints (20b) are upper and lower bounds on investment capacity. The lower-level primal problem consists of minimizing total production costs; cf. (20c), such that supply meets demand and production is bounded by the generation capacities in (20d)-(20e). The lower-level dual problem, (20f)-(20h), determines the market price of production. Note that the upper-level variable, \(x\), is a parameter of both the lower-level primal (20c)-(20d) and dual (20f)-(20h).

The parametric function is

\[
F(x) = 8760(10y^*_1(x) - \lambda^*_1(x)y_1^*(x)),
\]

which includes a bilinear product of the lower-level primal and dual variables. The critical regions are the intervals \([0, 50]\), \([50, 200] \) and \([200, 250]\). In Figure 1 (a) we plot the parametric function \(F(x)\) and confirm that it is affine on the critical regions but discontinuous at \(x \in \{50, 200\}\). Clearly, the upper-level objective function plotted in Figure 1 (b) is likewise piecewise affine but discontinuous. For details on how to obtain the critical regions and parametric function by Algorithm 4.2, see Appendix A.

[Figure 1 about here.]

To explain the behavior of \(F(x)\) note that for \(0 < x < 50\), all producers are dispatched to meet demand. The market price equals the production costs of the marginal producer, i.e., 15, and the marginal operational profit of producer 1 (the investor) is \(15 - 10 = 5\). For \(50 < x < 200\), producers 1 and 2 are dispatched, the market price is 12 and the marginal operational profit is \(12 - 10 = 2\). For \(x > 200\), only producer 1 is
dispatched, the market price is 10 and the marginal operational profit is $10 - 10 = 0$. Evidently, in the interiors of the intervals $[0, 50]$, $[50, 200]$ and $[200, 250]$, the basis of the market-clearing problem is unique and the market price is constant. On their boundaries $[50, 200]$, however, the basis is no longer unique and there are multiple dual optimal solutions. This demonstrates the ambiguous-price fallacy of power markets noted by Stoft (2002).

It should be remarked that the number of distinct bases of the lower-level problem is at most

$$\binom{6}{4} = 15,$$  \hspace{1cm} (21)

but the number of critical regions to investigate is only 3.

With the parametrization of $F$, problem (A2) becomes

$$\begin{align*}
\text{min} & \quad 40000x + 8760F(x) \\
\text{s.t.} & \quad 0 \leq x \leq 250.
\end{align*}$$  \hspace{1cm} (22a)

The restrictions of (22) to the critical regions are

$$\begin{align*}
\text{min} & \quad 40000x + 8760(10 - 15)x \\
\text{s.t.} & \quad 0 \leq x \leq 50, \\
& \quad 50 \leq x \leq 200, \\
& \quad 200 \leq x \leq 250,
\end{align*}$$  \hspace{1cm} (23a,b,c,d,e,f)

which are clearly LP problems. Their optimal solutions are $x^* = 50, 50$ and 200 with objective function values -190,000, 1,124,000 and 8,000,000, respectively. The optimal solution to (22) is therefore $x^* = 50$ with the objective function value being -190,000.

As an alternative to the parametric programming approach, it is possible to use reformulation and linearization. To see that Assumption 5.2 holds, note that

$$\begin{align*}
H &= \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
-8760 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \\
C &= \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 0
\end{pmatrix},
\end{align*}$$

where slack-variables have been introduced in the inequality constraints, the columns are ordered according to $(\bar{J}_0, K_1, K_2)$ and the rows are ordered according to $(\bar{J}_0, I_0)$. Clearly, $H_{11} = C_{23} = 0$ and $C_{21} = -8760H_{21}$.

We extend the example to three lower-level market-clearing problems with different demands (150MWh, 200MWh and 250MWh, respectively). The critical regions are then the intervals $[0, 50]$, $[50, 200]$, $[200, 250]$ (corresponding to the first lower-level problem), $[0, 150]$, $[150, 250]$ (second lower-level problem) and $[0, 100]$, $[100, 250]$ (third
lower-level problem). In Figure 2 we confirm that the parametric functions $F_1, F_2, F_3$ are affine on the corresponding critical regions but discontinuous at their boundaries, and hence, $F(x)$ is affine on the intervals $[0, 50]$, $[50, 100]$, $[100, 150]$, $[150, 200]$ and $[200, 250]$ but discontinuous at $x \in \{50, 100, 150, 200\}$.

[Figure 2 about here.]

6.2. Implementation

We proceed with the two case studies. To obtain numerical results, the parametric programming approach of Section 4 is implemented in R using the interfaces by Berkelaar (2015) to solve LPs and Robere (2015) for vertex enumeration. The MILP formulation is implemented in the General Algebraic Modeling System, GAMS (GAMS, 2017) and solved using CPLEX 12.6.3.0. The non-linear methods are also implemented in GAMS and solved using the CONOPT solver for NLP and the NLPEC solver for MPEC; see GAMS (2017) for details. The problems are solved on an HP ProLiant server with 4 AMD 2.50 GHz CPUs, with a total of 64 cores and 256 GB RAM. Unless otherwise specified, a time limit of 2 hours is imposed in all runs.

The above has to be updated, as you implement dual simplex-iterations

6.3. Case study I: Investment in production capacity

The first case study is an extension of the problem in Section 6.1, i.e., strategic investment in generation capacity. The extension includes a representation of the transmission network by regions and transmission lines connecting the regions. The strategic investor decides how much capacity to install in each region.

6.3.1. Data

We use data from the Danish power market. This market is divided into two price regions connected by a DC cable with a capacity of 600 MW; cf. Nord Pool AS (2017). We represent each of these price regions by a node and divide the existing power plant capacity into central power plants and de-central power plants, as in the Danish District Heating Association and Danish Energy Association (2016), which also provide production cost estimates.

Hourly demand data is available from Nord Pool AS (2017). We aggregate this data using k-means clustering to obtain a set of so-called representative hours. A representative hour replaces a number of hours with similar operating conditions and is weighted by the number of such hours. For methods to reduce a data set in this fashion; see Baringo and Conejo (2013). In the following, we vary the number of representative hours to investigate problems of different sizes.

6.3.2. Model

Our model is a simplified version of that by Conejo et al. (2016). We assume a perfectly competitive power market, such that the offer price of each producer equals their production cost. Market-clearing accounts for network flow, which is modeled using a DC representation. The strategic investor has the opportunity to invest in capacity at each node of the network and there are two rivals at each node. The time horizon is a year, and thus, we consider a static investment problem.
The bilevel problem faced by the strategic producer is the following:

\[
\begin{align*}
\min \sum_{i=1}^{n} \left( C_i x_i + \sum_{t=1}^{s} \rho_t \left( c_1^i y_1^i - \lambda_{it} y_{1it} \right) \right) \\
\text{s.t. } 0 \leq \sum_{i=1}^{n} x_i \leq x_{\text{max}} \\
y_{1it}, \lambda_{it} \text{ are optimal solutions to (25) } \forall i, t
\end{align*}
\]

The lower-level problem involves market-clearing for each representative hour \( t \). Subproblem \( t \) is

\[
\begin{align*}
\min \sum_{i=1}^{n} \sum_{g \in \mathcal{G}} c_g^i y_g^i \\
\text{s.t. } \sum_{g \in \mathcal{G}} y_g^i - \sum_{j \in I_i} B_{ij} (\theta_{it} - \theta_{jt}) &= d_{it} : \lambda_{it} \quad \forall i \\
0 &\leq y_1^i \leq x_{1i} : \mu_{1i}^i \quad \forall i \\
0 &\leq y_g^i \leq y_{\text{max},g}^i : \mu_g^i \quad \forall i, g \neq 1 \\
B_{ij} (\theta_{it} - \theta_{jt}) &\leq F_{ij}^{\text{max}} : \eta_{ijt} \quad \forall j \in \mathcal{I}_i, i \\
-\pi &\leq \theta_{it} \leq \pi : \alpha_{it}, \beta_{it} \quad \forall i \\
\theta_{it} &= 0 : \gamma_t \quad i = \text{ref}
\end{align*}
\]

A complete nomenclature is provided in Appendix B.1. The upper-level variable, \( x_i \), is generation capacity in node \( i \). The set \( \mathcal{G} \) defines all market participants. The lower-level variables represent dispatch of production in node \( i \) and hour \( t \), from the investor, \( y_{1i}^t \), and its rivals in the market, \( y_{g}^t, g \in \mathcal{G}, g \neq 1 \). Moreover, \( \lambda_{it} \) is the market’s nodal price of production and \( \mu_{1i}^i, \eta_{ijt}, \alpha_{it}, \beta_{it}, \gamma_t \) are the remaining dual variables. The upper-level objective (24a) is to maximize (negative) profits from investment and operation, operational profits being the sum of profits for each representative hour \( t \) weighted by the number of hours represented, \( \rho_t \). The upper-level constraint (24b) bounds total investment capacity. The lower-level constraints include a power balance for each node, (25b). The set \( \mathcal{I}_i \) defines all nodes connected to node \( i \), \( B_{ij} \) denotes the subsceptance of the transmission line between nodes \( i \) and \( j \in \mathcal{I}_i \) and \( \theta_{it} \) is the voltage angle in node \( i \) and hour \( t \), determining the flow. Thus, the sum on the left-hand-side of the equality is the net outflow from node \( i \). Further constraints include generation capacity constraints, (25c) and (25d), transmission capacity constraints, (25e), and bounds on the voltage angles, (25f). Finally, (25g) fixes the voltage angle of some reference node to zero. For more details regarding the model, we refer to Conejo et al. (2016).

6.3.3. Results

We solve 59 instances of the investment problem, varying the number of lower-level subproblems from 10 to 100 with a step size of 10 and from 200 to 5000 with a step size of 100. For each of the solutions methods of Sections 4 and 5, we report the number of instances for which the method terminates, the time limit is reached and the method returns infeasibility, respectively; see Table 1.
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As seen from the table, the NLP and MPEC methods return local infeasibility for all instances, even when we provide an initial feasible solution like in the parametric programming approaches. As shown by Scheel and Scholtes (2000), all feasible points of the MPEC (11) are non-regular (i.e., the gradients of the binding constraints are linearly dependent), which is likely a reason that most non-linear optimization solvers fail. The MILP and SOS solve 16 and 15 instances, respectively, while the full parametric programming method solves only 9 instances within the time limit. In contrast, however, both decomposition by parametric programming and the parametric programming heuristic solve all instances to global optimality.

We further investigate the MILP and parametric programming approaches. Table 2 and Figure 3 show the solution times for the MILP, the decomposition by parametric programming and the parametric programming heuristic, as functions of the number of lower-level subproblems. Figure 3 (a) and (b) cover the number of lower-level problems from 10 to 100 and from 200 to 5000, respectively. Table 2 further lists the relative deviations in the objective function values from the optimal, for the heuristic and the MILP. Note that running times for the MILP are truncated to the time limit of 2 hours (43 out of 49 runs are above the time limit). All running times above the time limit are marked as not available (N/A). Note also that the results do not include the full parametric programming method without decomposition, since solution times are substantially larger and the method does not terminate within the time limit for more than 100 lower-level subproblems.

From the results, we notice that for less than 100 subproblems, the MILP has the lowest solution times, whereas for more than 100 problems, the heuristic is faster. For more than 800 subproblems, the MILP does not solve within the time limit (except with 1900 subproblems), and thus, although parametric programming cannot compete with the heuristic, this method also solves faster than the MILP.

Decomposition by parametric programming solves all problems to optimality. The average relative deviation in upper-level objective function values from the optimal is 4.26% for the heuristic and 3.37% for the MILP when it does not solve within the time limit (and thus only returns a feasible solution); see also Table 2.

The parametric approach shows a significant increase in solution times as the number of subproblems increases. Although solution times behave similarly for the heuristic, the increase is less significant. In spite of this increase in solution times, the decomposition approaches are much less sensitive to increasing the number of subproblems than the MILP. The reason is that only the number of problems increases with decomposition, whereas the size increases with the MILP.

The solution quality of the heuristic increases (i.e., the average relative deviation in upper-level objective function values from the optimal decreases) as the number of subproblems increases, whereas it is almost constant for the MILP. We explain this as follows. With a higher number of lower-level subproblems, the number of critical regions considered during the heuristic is higher. Solution quality may increase since the approximation error has less impact, this error resulting from using an optimal solution rather than inspecting all vertices of a critical region. The reason for a constant solution quality of the MILP is the structure of the investment problem. In this
problem, the lower-level problem represents a number of separate market-clearing conditions, e.g., for representative hours of a year. The problem is therefore almost the same, irrespective of the number of lower-level subproblems.

To further explore the MILPs that do not solve within the time limit, we have solved the instance with 5000 lower-level problems and a higher time limit. The problem has 215,000 variables, including 90,000 binary, and 260,000 constraints. The MILP did not solve within a week’s time limit (604,800 seconds) and, hence, is intractable in any practical aspect. In contrast, the decomposition by parametric programming solved this instance to global optimality in 6,487 seconds and the heuristic with a deviation from the global optimal value of 3.61% in 1,658 seconds.

In Figure 4, we examine the case with 10 lower-level subproblems and depict the feasible solutions found by the parametric programming approaches by solving the restricted problems or by enumeration of the vertices. The solutions are plotted with the investment decisions in DK1 and DK2 on the x-axis and y-axis, respectively. For each feasible solution, we report the relative deviation in upper-level objective function value from the optimal. All parametric programming approaches obtain the optimal solution (0, 1000), but only the exact approaches automatically provide near-optimal solutions. For example, the solution (486, 514) has an optimality gap of less than 0.5% and may therefore be relevant for further inspection.

The figure also reveals the non-convexity of the upper-level objective function. In fact, the straight line from the optimal solution (0, 1000) to the solution (486, 514) includes objective function values with an optimality gap of up to 10% (i.e., with significantly higher objective function values than the two solutions).

6.4. Case study II: Transmission investment

The next case study concerns investment in transmission capacity. A merchant investor decides how much capacity to install on selected connections between the regions of the transmission network.

6.4.1. Data

We use data from the Danish, Swedish and Norwegian power markets and represent the two Danish price regions, Norway and Sweden with four nodes. We assume that two DC cables are already in place: One connecting the two Danish price regions and one connecting the Western Danish pricing region and Sweden. Four potential DC cables can be installed, providing connections where not already.

Hourly demand data is the same as for Case study I.

6.4.2. Model

We continue to assume a perfectly competitive power market and market-clearing that accounts for network flow. For the problem to be linearly constrained, however, we use a more simple network representation than above.

The bilevel programming problem of the merchant investor is to decide on the
upper-level transmission capacity while anticipating the lower-level market-clearing:

\[
\begin{align*}
\min & \quad \sum_{(i,j) \in J^1} \left( C_{ij} x_{ij} - \sum_{t=1}^{s} \rho_t f_{ijt} (\lambda_{it} - \lambda_{jt}) \right) \\
\text{s.t.} & \quad 0 \leq \sum_{(i,j) \in J^1} C_{ij} x_{ij} \leq x_{\text{max}} \\
& \quad 0 \leq x_{ij} \leq F_{\text{max}}^{ij} \quad \forall (i,j) \in J^1 \\
& \quad f_{ijt}, \lambda_{it} \text{ are optimal solutions to (27) } \forall i, j, t
\end{align*}
\]

The lower-level subproblem \( t \) is:

\[
\begin{align*}
\min & \quad \sum_{g \in G} c_g y_{gt} \\
\text{s.t.} & \quad \sum_{g \in G} c_g y_{gt} - \sum_{j \in I} f_{ijt} = d_{it} : \lambda_{it} \quad \forall i \\
& \quad 0 \leq y_{gt} \leq y_{\text{max}}^g : \mu_{gt} \quad \forall g \in G \\
& \quad -x_{ij} \leq f_{ijt} \leq x_{ij} : \alpha_{ijt}^1, \beta_{ijt}^1 \quad \forall (i,j) \in J^1 \\
& \quad -F_{\text{max}}^{ij} \leq f_{ijt} \leq F_{\text{max}}^{ij} : \alpha_{ijt}, \beta_{ijt} \quad \forall (i,j) \notin J^1
\end{align*}
\]

A complete nomenclature is provided in the Appendix B.2. The set \( J^1 \) defines all potential transmission lines of the merchant. The upper-level objective is to maximize the (negative) profits from building new transmission lines and receiving congestion rents; cf. Joskow and Tirole (2005). Congestion rents are defined as the flow on a line times the difference in nodal prices for the two connected nodes; see Khanabadi and Ghasemi (2011) and Sorokin, Rebennak, Pardalos, and Iliadis (2012). Constraint (26b) introduces an investment budget, whereas (26c) constrain the maximum capacity to be installed. The lower-level subproblems are simplifications of those in Case study I, obtained by replacing the DC representation by flow balancing only and assuming only one market participant in each node of the network.

6.4.3. Results

Note that the investment problem (26)-(27) satisfies Assumption 5.1 but not Assumption 5.2. More specifically, the submatrices \( C_{21} \) and \( H_{21} \) defined in Section 5 do not satisfy Assumption 5.2.2. For this reason, the linearization and the MILP and SOS reformulations do not apply. Moreover, based on the experience with NLP and MPEC from Case study I, we restrict attention to the parametric programming approaches. We report the results of decomposition by parametric programming and the parametric programming heuristic. We do not include those of the full parametric programming without decomposition, since this method does not solve the problem within the time limit.

[Table 3 about here.]

Table 3 and Figure 5 show the solution times as functions of the number of lower-level subproblems.
We note that decomposition by parametric programming has significantly longer solution times for the second case study than for the first; cf. Figure 5 versus Figure 3. For Case study II, the method only solves instances with less than 400 lower-level subproblems within the time limit. This is due to larger lower-level subproblems and thus critical regions of higher dimensions, which makes vertex enumeration computationally expensive. The expensive vertex enumeration is also the reason that the heuristic largely outperforms decomposition. In fact, the heuristic method solves problems with up to 900 lower-level subproblems within the time limit.

For all instances of this particular investment problem that are solved by the parametric programming method within the time limit (and return a global optimal solution), the heuristic method returns the same solution, and hence, also solves the instances to global optimality.

7. Conclusions

This paper examines linearly constrained bilevel programming problems in which the upper-level objective function depends on both the lower-level primal and dual optimal solutions. We provide a formal analysis of the BPP-D and suggest solution strategies based on parametric programming. In particular, we propose an exact algorithm and a heuristic that both facilitate decomposition of the problem and thereby have the potential to provide computational advantages.

We assess the performance of the parametric programming approach on two case studies of strategic investment in electricity markets and benchmark against mixed-integer linear programming and standard non-linear solution methods to bilevel optimization problems. Preliminary results reveal substantially lower solution times to obtain high-quality feasible solutions and/or reach global optimality over state-of-the-art methods, especially when the lower-level separates into a large number of subproblems. Furthermore, we show that the parametric programming approach succeeds in solving problems to global optimality, for which linearization does not apply and non-linear methods can fail.

For future work, one could test computational performance in other application domains. Furthermore, throughout the analysis we assume that the upper-level objective is affine in one of its arguments or even bilinear in both arguments, which covers a wide range of applications. One could, however, investigate whether the parametric programming approach maintains its advantages for more general BPP-Ds or other bilevel optimization problems.
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Appendix A. Example: Investment in production capacity

This section illustrates how to compute the critical regions and parametric function of the example by Algorithm 4.2.

By introducing slack-variables and converting minimization to maximization, the lower-level problem is

\[
\begin{align*}
\text{max} & \quad -10y_1 - 12y_2 - 15y_3 \\
\text{s.t.} & \quad y_1 + y_2 + y_3 + y_4 = 200 (\lambda_1^+ ) \\
& \quad - y_1 - y_2 - y_3 + y_5 = -200 (\lambda_1^- ) \\
& \quad y_1 + y_6 = x (\lambda_2 ) \\
& \quad y_2 + y_7 = 150 (\lambda_3 ) \\
& \quad y_3 + y_8 = 100 (\lambda_4 ) \\
& \quad y_1, \ldots, y_8 \geq 0
\end{align*}
\]

with \( \lambda_1^+, \lambda_1^-, \lambda_2, \lambda_3, \lambda_4 \) being the complementary dual variables.

Let \( x_0 = 0 \). An optimal basis is

\[
B_0 = \begin{bmatrix}
1 & 1 & 1 & 1 & 0 \\
-1 & -1 & -1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1
\end{bmatrix}
\]

with the corresponding Simplex tableau

\[
\begin{array}{cccccccc}
\text{z} & y_1 & y_2 & y_3 & y_4 & y_5 & y_6 & y_7 & y_8 \\
-1 & 0 & 0 & 0 & 0 & 15 & 5 & 3 & 0 & -2550 \\
y_1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
y_2 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 150 \\
y_3 & 0 & 0 & 0 & 1 & 0 & -1 & -1 & -1 & 0 & 50 \\
y_4 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
y_8 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 50
\end{array}
\]

The primal and dual optimal basic solutions are \( y_2^* = 150, y_3^* = 50, y_4^* = 50, y_1^* = y_4^* = \cdots = y_7^* = 0 \) and \( (\lambda_1^-)^* = 15, \lambda_2^* = 5, \lambda_3^* = 3, (\lambda_1^+)^* = \lambda_4^* = 0 \), respectively.

Thus, \( F(0) = 8760(10 - 15) = 60, F'(0) = 8760(10 - 15) = -43,800 \) and

\[
\Lambda B_0 = \{ x : 0 \leq x \leq 250, B_0^{-1}(200, -200, x, 150, 100)^T \geq 0 \} = [0, 50].
\]

It is clear from the Simplex tableau that \( y_3 \) is the only candidate for leaving basis. We determine if the right-hand-side of the tableau can become zero, i.e. if a neighbor exists, by solving

\[
\begin{align*}
\text{min} & \quad 50 - x \\
\text{s.t.} & \quad 0 \leq x \leq 250
\end{align*}
\]
with \( x^* = 50 \) and an optimal value of zero. Hence, \( \Lambda_{B_0} \) has a neighbor which is obtained by letting \( y_7 \) enter the basis.

With \( x_1 = 50 \), an optimal basis is

\[
B_1 = \begin{pmatrix}
1 & 1 & 0 & 1 & 0 \\
-1 & -1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}
\]

Recomputing the right-hand-side for \( x_1 = 50 \), the Simplex tableau becomes

<table>
<thead>
<tr>
<th></th>
<th>( y_1 )</th>
<th>( y_2 )</th>
<th>( y_3 )</th>
<th>( y_4 )</th>
<th>( y_5 )</th>
<th>( y_6 )</th>
<th>( y_7 )</th>
<th>( y_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( z )</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>5</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>( y_1 )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( y_2 )</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( y_3 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>( y_4 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( y_5 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

and by re-optimization using the dual Simplex method

<table>
<thead>
<tr>
<th></th>
<th>( y_1 )</th>
<th>( y_2 )</th>
<th>( y_3 )</th>
<th>( y_4 )</th>
<th>( y_5 )</th>
<th>( y_6 )</th>
<th>( y_7 )</th>
<th>( y_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( z )</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>12</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>( y_1 )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( y_2 )</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>( y_7 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( y_4 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( y_8 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The primal and dual optimal basic solutions are \( y_1^* = 50, y_2^* = 150, y_8^* = 100, y_3^* = \cdots = y_7^* = 0 \) and \( (\lambda_1^*)^* = 12, (\lambda_2^*)^* = 2, (\lambda_3^*)^* = \lambda_4^* = \lambda_5^* = 0 \), respectively. We proceed as above.

**Appendix B. Nomenclatures of the case studies**

**B.1. Case study I: Investment in production capacity**

**Indices**
- \( t \) Time periods/hours
- \( g \) Producers/generators
- \( i, j \) Transmission nodes

**Parameters**
- \( C_i \) Annualized investment costs of the strategic investor in node \( i \) [$/MWh]
- \( c_i^g \) Production cost of the strategic investor or a rival \( g \) in node \( i \) [$/MWh]
- \( \rho_t \) Weight of time period \( t \) [hours]
- \( d_{it} \) Demand in time period \( t \) and node \( i \) [MWh]
\( x_{\text{max}} \) Total maximum capacity of the strategic investor [MW]
\( y_{\text{max},g} \) Capacity of the strategic investor or a rival \( g \) in node \( i \) [MW]
\( B_{ij} \) Subsceptance of the transmission line from node \( i \) to node \( j \)
\( F_{ij}^{\text{max}} \) Maximum flow on the transmission line from node \( i \) to node \( j \) [MW]

**Primal variables**

- \( x_i \): Investment capacity of the strategic producer in node \( i \) [MW]
- \( y_{g,t}^i \): Power produced by the strategic investor or a rival \( g \) in time period \( t \) in node \( i \) [MWh]
- \( \theta_{it} \): Voltage angle in time period \( t \) and node \( i \)

**Dual variables**

- \( \lambda_{it} \): Dual variable of the balancing constraint/market-clearing price in time period \( t \) and node \( i \) [$/MWh]
- \( \mu_{g,t}^i \): Dual variable of the generation capacity constraint for the strategic investor or a rival \( g \) in time period \( t \) and node \( i \)
- \( \eta_{ij,t} \): Dual variable of the transmission capacity constraints from node \( i \) to node \( j \) in time period \( t \)
- \( \alpha_{it} \): Dual variable of the minimum voltage angle constraint in time period \( t \) and node \( i \)
- \( \beta_{it} \): Dual variable of the maximum voltage angle constraint in time period \( t \) and node \( i \)
- \( \gamma_{it} \): Dual variable of the reference voltage angle constraint in time period \( t \) and node \( i \)

**Indices**

- \( t \): Time periods/hours
- \( g \): Producers/generators
- \( i,j \): Transmission nodes
- \( (i,j) \): Transmission lines

**Parameters**

- \( C_{ij} \): Annualized investment costs of the strategic investor between node \( i \) and node \( j \) [$/MWh]
- \( c^g \): Production cost of the strategic investor or a rival \( g \) [$/MWh]
- \( \rho_t \): Weight of time period \( t \) [hours]
- \( d_{it} \): Demand in time period \( t \) and node \( i \) [MWh]
- \( x_{\text{max}} \): Total maximum capacity of the strategic investor [MW]
- \( y_{\text{max},g} \): Capacity of the strategic investor or a rival \( g \) [MW]
- \( F_{ij}^{\text{max}} \): Maximum flow on the transmission line between node \( i \) and node \( j \) [MW]

**Primal variables**

- \( x_{ij} \): Investment capacity of the strategic producer between node \( i \) and node \( j \) [MW]
- \( y_{g,t}^i \): Power produced by the strategic investor or a rival \( g \) in time period \( t \) [MWh]
- \( f_{ij,t} \): Flow on the transmission line between node \( i \) and node \( j \) in time period \( t \) [MWh]
- \( \theta_{it} \): Voltage angle in time period \( t \) and node \( i \)

**Dual variables**

- \( \lambda_{it} \): Dual variable of the balancing constraint/market-clearing price in time period \( t \) and node \( i \) [$/MWh]

---

**B.2. Case study II: Transmission investment**

---

---
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\( \mu^g_i \) Dual variable of the generation capacity constraint for the strategic investor or a rival \( g \) in time period \( t \)

\( \eta_{ijt} \) Dual variable of the transmission capacity constraints in time period \( t \) between node \( i \) and node \( j \)

\( \alpha^g_{ijt} \) Dual variable of the minimum flow constraint for the strategic investor or a rival \( g \) in time period \( t \) between node \( i \) and node \( j \)

\( \beta^g_{ijt} \) Dual variable of the maximum flow constraint for the strategic investor or a rival \( g \) in time period \( t \) between node \( i \) and node \( j \)
Appendix C. MILP formulations

For Case study I, the MILP formulation is the following:

$$\min \sum_{i=1}^{n} (C_i x_i + \sum_{t=1}^{s} \rho_t \left( \sum_{g \in G} c_{i}^g y_{it}^g - \lambda_{it} d_{it} + \sum_{g \neq 1} \mu_{it}^g y_{i}^{max,g} + \sum_{j \in I} F_{ij}^{max} \eta_{ijt} + \pi (\alpha_{it} + \beta_{it}) \right))$$

s.t. 0 \leq \sum_{i=1}^{n} x_i \leq x^{max}

$$\sum_{g \in G} y_{it}^g - \sum_{j \in I} B_{ij} (\theta_{it} - \theta_{jt}) = d_{it} - \lambda_{it} \forall i$$

$$0 \leq y_{it}^1 \leq x_i \forall i$$

$$0 \leq y_{it}^g \leq y_{i}^{max,g} \forall i, g \neq 1$$

$$B_{ij} (\theta_{it} - \theta_{jt}) \leq F_{ij}^{max} \forall j \in I_i$$

$$-\pi \leq \theta_{it} \leq \pi \forall i$$

$$\theta_{it} = 0 \quad i = \text{ref}$$

$$C_i^g - \lambda_{it} + \mu_{it}^g \geq 0 \forall t, i, g$$

$$\sum_{j \in I} [B_{ij} (\lambda_i - \lambda_j) + B_{ij} (\eta_{ijt} - \eta_{jut})] - \alpha_{it} + \beta_{it} = 0 \forall t, i \neq \text{ref}.$$ 

$$\sum_{j \in I} [B_{ij} (\lambda_i - \lambda_j) + B_{ij} (\eta_{ijt} - \eta_{jut})] - \alpha_{it} + \beta_{it} + \gamma_{it} = 0 \forall t, i = \text{ref}.$$ 

$$x_i - y_{it}^1 \leq \delta_{it}^{1} M_1 \forall t, i$$

$$y_{i}^{max,g} - y_{it}^g \leq \delta_{it}^{g} M_1 \forall t, i, g \neq 1$$

$$\mu_{it}^g \leq (1 - \delta_{it}^{g}) M_2 \forall t, i, g$$

$$y_{it}^g \leq \nu_{it}^g M_1 \forall t, i, g$$

$$c_{i}^g - \lambda_{it} + \mu_{it}^g \leq (1 - \nu_{it}^g) M_2 \forall t, i, g$$

$$F_{ij}^{max} - B_{ij} (\theta_{it} - \theta_{jt}) \leq u_{ijt} M_1 \forall t, i, j \in I_i$$

$$\eta_{ijt} \leq (1 - u_{ijt}) M_2 \forall t, i, j \in I_i$$

$$\pi + \theta_{it} \leq v_{it} M_1 \forall t, i$$

$$\alpha_{it} \leq (1 - v_{it}) M_2 \forall t, i$$

$$\pi - \theta_{it} \leq w_{it} M_1 \forall t, i$$

$$\beta_{it} \leq (1 - w_{it}) M_2 \forall t, i$$

$$\delta_{it}^{g}, \nu_{it}^g, u_{ijt}, v_{it}, w_{it} \in \{0, 1\} \forall t, i, g$$

Note that the constants are set to $$M_1 = 1000$$ and $$M_2 = 5000$$ as by Conejo et al. (2016). For brevity, we leave out the MILP formulation of Case study II.
## Tables

**Table 1.** Number of instances for which a solution method terminates (*solved*), the time limit is reached (*time limit*) and the method returns infeasibility (*local infeasible*), respectively.

<table>
<thead>
<tr>
<th></th>
<th>solved</th>
<th>time limit</th>
<th>local infeasible</th>
</tr>
</thead>
<tbody>
<tr>
<td>decomp</td>
<td>59</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>heuristic</td>
<td>59</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>full</td>
<td>9</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>MILP</td>
<td>16</td>
<td>43</td>
<td>0</td>
</tr>
<tr>
<td>SOS</td>
<td>15</td>
<td>44</td>
<td>0</td>
</tr>
<tr>
<td>NLP</td>
<td>0</td>
<td>0</td>
<td>59</td>
</tr>
<tr>
<td>MPEC</td>
<td>0</td>
<td>0</td>
<td>59</td>
</tr>
</tbody>
</table>
Table 2. Solution times (time, in secs) and deviations in the objective function values from the optimal (dev., in %), for different solutions methods and as a function of the number of lower-level problems (LL). The solution methods include the full parametric programming method without decomposition (full), parametric programming method with decomposition (decomp.), the heuristic with decomposition (heuristic) and the MILP. N/A means that the method did not solve within the time limit of 2 hours.

<table>
<thead>
<tr>
<th>LL</th>
<th>full, time (s)</th>
<th>decomp., time (s)</th>
<th>heuristic, time (s)</th>
<th>heuristic, dev. (%)</th>
<th>MILP, time (s)</th>
<th>MILP, dev. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.57</td>
<td>1.64</td>
<td>0.30</td>
<td>95.70</td>
<td>0.86</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>16.2</td>
<td>60.4</td>
<td>0.30</td>
<td>95.70</td>
<td>N/A</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>19.87</td>
<td>61.3</td>
<td>1.12</td>
<td>11.15</td>
<td>0.96</td>
<td>0</td>
</tr>
<tr>
<td>40</td>
<td>28.34</td>
<td>73.9</td>
<td>1.45</td>
<td>7.39</td>
<td>0.89</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>39.19</td>
<td>7.11</td>
<td>1.62</td>
<td>7.11</td>
<td>1.2</td>
<td>0</td>
</tr>
<tr>
<td>60</td>
<td>75.59</td>
<td>2.01</td>
<td>2.01</td>
<td>3.94</td>
<td>0.99</td>
<td>0</td>
</tr>
<tr>
<td>70</td>
<td>193.29</td>
<td>2.22</td>
<td>8.51</td>
<td>1.1</td>
<td>1.1</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td>314.58</td>
<td>2.5</td>
<td>3.91</td>
<td>1.38</td>
<td>0.8</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>421.53</td>
<td>2.33</td>
<td>5.71</td>
<td>1.44</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>10288.31</td>
<td>2.72</td>
<td>5.29</td>
<td>3.56</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>N/A</td>
<td>4.67</td>
<td>4.68</td>
<td>5.63</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>300</td>
<td>N/A</td>
<td>7.36</td>
<td>3.57</td>
<td>129.87</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>400</td>
<td>N/A</td>
<td>11.64</td>
<td>4.12</td>
<td>73.84</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>500</td>
<td>N/A</td>
<td>18.68</td>
<td>3.24</td>
<td>N/A</td>
<td>2.93</td>
<td>0</td>
</tr>
<tr>
<td>600</td>
<td>N/A</td>
<td>23.44</td>
<td>3.86</td>
<td>84.64</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>700</td>
<td>N/A</td>
<td>33.32</td>
<td>3.73</td>
<td>N/A</td>
<td>3.34</td>
<td>0</td>
</tr>
<tr>
<td>800</td>
<td>N/A</td>
<td>43.95</td>
<td>3.9</td>
<td>108.4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>900</td>
<td>N/A</td>
<td>58.81</td>
<td>3.77</td>
<td>N/A</td>
<td>3.3</td>
<td>0</td>
</tr>
<tr>
<td>1000</td>
<td>N/A</td>
<td>67.7</td>
<td>3.79</td>
<td>N/A</td>
<td>3.4</td>
<td>0</td>
</tr>
<tr>
<td>1100</td>
<td>N/A</td>
<td>81.43</td>
<td>3.78</td>
<td>N/A</td>
<td>3.31</td>
<td>0</td>
</tr>
<tr>
<td>1200</td>
<td>N/A</td>
<td>100.58</td>
<td>3.78</td>
<td>N/A</td>
<td>3.34</td>
<td>0</td>
</tr>
<tr>
<td>1300</td>
<td>N/A</td>
<td>117.83</td>
<td>3.65</td>
<td>N/A</td>
<td>3.29</td>
<td>0</td>
</tr>
<tr>
<td>1400</td>
<td>N/A</td>
<td>134.71</td>
<td>3.72</td>
<td>N/A</td>
<td>3.38</td>
<td>0</td>
</tr>
<tr>
<td>1500</td>
<td>N/A</td>
<td>149.28</td>
<td>3.85</td>
<td>N/A</td>
<td>3.38</td>
<td>0</td>
</tr>
<tr>
<td>1600</td>
<td>N/A</td>
<td>157.7</td>
<td>3.76</td>
<td>N/A</td>
<td>3.42</td>
<td>0</td>
</tr>
<tr>
<td>1700</td>
<td>N/A</td>
<td>214.32</td>
<td>3.68</td>
<td>N/A</td>
<td>3.33</td>
<td>0</td>
</tr>
<tr>
<td>1800</td>
<td>N/A</td>
<td>216.63</td>
<td>3.76</td>
<td>N/A</td>
<td>3.38</td>
<td>0</td>
</tr>
<tr>
<td>1900</td>
<td>N/A</td>
<td>244.04</td>
<td>3.76</td>
<td>60.01</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2000</td>
<td>N/A</td>
<td>273.74</td>
<td>3.77</td>
<td>N/A</td>
<td>3.4</td>
<td>0</td>
</tr>
<tr>
<td>2100</td>
<td>N/A</td>
<td>298.37</td>
<td>3.66</td>
<td>N/A</td>
<td>3.35</td>
<td>0</td>
</tr>
<tr>
<td>2200</td>
<td>N/A</td>
<td>342.66</td>
<td>3.75</td>
<td>N/A</td>
<td>3.38</td>
<td>0</td>
</tr>
<tr>
<td>2300</td>
<td>N/A</td>
<td>364.89</td>
<td>3.78</td>
<td>N/A</td>
<td>3.44</td>
<td>0</td>
</tr>
<tr>
<td>2400</td>
<td>N/A</td>
<td>365.07</td>
<td>3.73</td>
<td>N/A</td>
<td>3.37</td>
<td>0</td>
</tr>
<tr>
<td>2500</td>
<td>N/A</td>
<td>420.66</td>
<td>3.62</td>
<td>N/A</td>
<td>3.29</td>
<td>0</td>
</tr>
<tr>
<td>2600</td>
<td>N/A</td>
<td>447.28</td>
<td>3.65</td>
<td>N/A</td>
<td>3.29</td>
<td>0</td>
</tr>
<tr>
<td>2700</td>
<td>N/A</td>
<td>496.73</td>
<td>3.72</td>
<td>N/A</td>
<td>3.34</td>
<td>0</td>
</tr>
<tr>
<td>2800</td>
<td>N/A</td>
<td>523.73</td>
<td>3.65</td>
<td>N/A</td>
<td>3.28</td>
<td>0</td>
</tr>
<tr>
<td>2900</td>
<td>N/A</td>
<td>551.85</td>
<td>3.72</td>
<td>N/A</td>
<td>3.41</td>
<td>0</td>
</tr>
<tr>
<td>3000</td>
<td>N/A</td>
<td>606.4</td>
<td>3.84</td>
<td>N/A</td>
<td>3.29</td>
<td>0</td>
</tr>
<tr>
<td>3100</td>
<td>N/A</td>
<td>640.12</td>
<td>3.68</td>
<td>N/A</td>
<td>3.36</td>
<td>0</td>
</tr>
<tr>
<td>3200</td>
<td>N/A</td>
<td>678.75</td>
<td>3.71</td>
<td>N/A</td>
<td>3.37</td>
<td>0</td>
</tr>
<tr>
<td>3300</td>
<td>N/A</td>
<td>734.29</td>
<td>3.64</td>
<td>N/A</td>
<td>3.27</td>
<td>0</td>
</tr>
<tr>
<td>3400</td>
<td>N/A</td>
<td>772.95</td>
<td>3.61</td>
<td>N/A</td>
<td>3.32</td>
<td>0</td>
</tr>
<tr>
<td>3500</td>
<td>N/A</td>
<td>819.54</td>
<td>3.63</td>
<td>N/A</td>
<td>3.38</td>
<td>0</td>
</tr>
<tr>
<td>3600</td>
<td>N/A</td>
<td>863.1</td>
<td>3.67</td>
<td>N/A</td>
<td>3.39</td>
<td>0</td>
</tr>
<tr>
<td>3700</td>
<td>N/A</td>
<td>898.6</td>
<td>3.64</td>
<td>N/A</td>
<td>3.36</td>
<td>0</td>
</tr>
<tr>
<td>3800</td>
<td>N/A</td>
<td>963.87</td>
<td>3.63</td>
<td>N/A</td>
<td>3.35</td>
<td>0</td>
</tr>
<tr>
<td>3900</td>
<td>N/A</td>
<td>995.31</td>
<td>3.62</td>
<td>N/A</td>
<td>3.35</td>
<td>0</td>
</tr>
<tr>
<td>4000</td>
<td>N/A</td>
<td>1059.53</td>
<td>3.65</td>
<td>N/A</td>
<td>3.31</td>
<td>0</td>
</tr>
<tr>
<td>4100</td>
<td>N/A</td>
<td>1103.64</td>
<td>3.63</td>
<td>N/A</td>
<td>3.48</td>
<td>0</td>
</tr>
<tr>
<td>4200</td>
<td>N/A</td>
<td>1175.24</td>
<td>3.65</td>
<td>N/A</td>
<td>3.36</td>
<td>0</td>
</tr>
<tr>
<td>4300</td>
<td>N/A</td>
<td>1225.41</td>
<td>3.66</td>
<td>N/A</td>
<td>3.38</td>
<td>0</td>
</tr>
<tr>
<td>4400</td>
<td>N/A</td>
<td>1293.24</td>
<td>3.64</td>
<td>N/A</td>
<td>3.37</td>
<td>0</td>
</tr>
<tr>
<td>4500</td>
<td>N/A</td>
<td>1347.49</td>
<td>3.65</td>
<td>N/A</td>
<td>3.41</td>
<td>0</td>
</tr>
<tr>
<td>4600</td>
<td>N/A</td>
<td>1402.82</td>
<td>3.58</td>
<td>N/A</td>
<td>3.45</td>
<td>0</td>
</tr>
<tr>
<td>4700</td>
<td>N/A</td>
<td>1468.47</td>
<td>3.61</td>
<td>N/A</td>
<td>3.34</td>
<td>0</td>
</tr>
<tr>
<td>4800</td>
<td>N/A</td>
<td>1528.58</td>
<td>3.62</td>
<td>N/A</td>
<td>3.72</td>
<td>0</td>
</tr>
<tr>
<td>4900</td>
<td>N/A</td>
<td>1587.39</td>
<td>3.61</td>
<td>N/A</td>
<td>3.84</td>
<td>0</td>
</tr>
<tr>
<td>5000</td>
<td>N/A</td>
<td>1658.31</td>
<td>3.61</td>
<td>N/A</td>
<td>3.32</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 3. Solution times (time, in secs) and deviations in the objective function values from the optimal (dev., in %), for different solutions methods and as a function of the number of lower-level problems (LL). The solution methods include the full parametric programming method without decomposition (full), parametric programming method with decomposition (decomp.), the heuristic with decomposition (heuristic) and the MILP. N/A means that the method did not solve within the time limit of 2 hours. Deviations are not available for more than 300 lower-level problems since the exact method did not solve within the time limit.

<table>
<thead>
<tr>
<th>LL</th>
<th>decomp., time (s)</th>
<th>heuristic, time (s)</th>
<th>heuristic, dev. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>255.37</td>
<td>2.45</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>291.18</td>
<td>4.9</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>308.74</td>
<td>7.81</td>
<td>0</td>
</tr>
<tr>
<td>40</td>
<td>475.1</td>
<td>15.5</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>520.52</td>
<td>32.4</td>
<td>0</td>
</tr>
<tr>
<td>60</td>
<td>565.94</td>
<td>28.05</td>
<td>0</td>
</tr>
<tr>
<td>70</td>
<td>677.45</td>
<td>35.35</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td>946.85</td>
<td>56.95</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>1087.08</td>
<td>64.91</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>1169.27</td>
<td>77.56</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>2585.28</td>
<td>279.32</td>
<td>0</td>
</tr>
<tr>
<td>300</td>
<td>5230.5</td>
<td>636.27</td>
<td>0</td>
</tr>
<tr>
<td>400</td>
<td>N/A</td>
<td>1125.35</td>
<td>N/A</td>
</tr>
<tr>
<td>500</td>
<td>N/A</td>
<td>1658.92</td>
<td>N/A</td>
</tr>
<tr>
<td>600</td>
<td>N/A</td>
<td>2306.44</td>
<td>N/A</td>
</tr>
<tr>
<td>700</td>
<td>N/A</td>
<td>3406.25</td>
<td>N/A</td>
</tr>
<tr>
<td>800</td>
<td>N/A</td>
<td>4309.51</td>
<td>N/A</td>
</tr>
<tr>
<td>900</td>
<td>N/A</td>
<td>5122.1</td>
<td>N/A</td>
</tr>
<tr>
<td>1000</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>
Figures

Figure 1. Parametric function.

(a) Operational (negative) profit.  
(b) Upper-level objective function.
Figure 2. Parametric functions.

(a) $F_1(x), F_2(x), F_3(x)$

(b) $F(x)$
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