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GROSS–HOPKINS DUALS OF HIGHER REAL K–THEORY SPECTRA

TOBIAS BARTHEL, AGNÉS BEAUDRY, AND VESNA STOJANOSKA

Abstract. We determine the Gross–Hopkins duals of certain higher real K–theory spectra. More specifically, let \( p \) be an odd prime, and consider the Morava E–theory spectrum of height \( n = p - 1 \). It is known, in the expert circles, that for certain finite subgroups \( G \) of the Morava stabilizer group, the homotopy fixed point spectra \( E^n_{hG} \) are Gross–Hopkins self-dual up to a shift. In this paper, we determine the shift for those finite subgroups \( G \) which contain \( p \)–torsion. This generalizes previous results for \( n = 2 \) and \( p = 3 \).

1. Introduction

To understand the sphere spectrum at a prime \( p \), one first studies its building blocks, which mirror the stratification of formal groups by height; these are the \( K(n) \)–local spheres \( S_{K(n)} \). The behavior at height \( n \) is governed by a profinite group of virtual cohomological dimension \( n^2 \), the Morava stabilizer group \( \mathbb{G}_n \). One of the most stunning theorems of chromatic homotopy theory states that \( S_{K(n)} \) is the homotopy fixed point spectrum for the action of \( \mathbb{G}_n \) on Morava E–theory \( E_n \). This is a complex oriented ring spectrum whose formal group law is a universal deformation of the formal group law of \( K(n) \), a height \( n \) formal group law. Computing the homotopy groups of \( K(n) \)–local spectra is thus intimately related to computing continuous group cohomology for \( \mathbb{G}_n \) via homotopy fixed point spectral sequences.

When \( p \) is large with respect to \( n \), these spectral sequences collapse and the problems become entirely algebraic, although notoriously difficult if \( n > 1 \). The case of interest in this paper is \( n = p - 1 \). This is the tipping point for the difficulty in these types of computations as it is just outside of the algebraic range. At these heights, lying between Morava E–theory and the \( K(n) \)–local sphere, are the so-called “higher real K–theories”. The name is justified, as for \( n = 1 \) and \( p = 2 \) one gets real K–theory. These spectra are constructed as homotopy fixed points \( E^n_{hH} \) of Morava E–theory with respect to certain finite subgroups \( H \) of the Morava stabilizer group. Henn [Hen07] has constructed algebraic resolutions that indicate that the \( K(n) \)–local sphere can be realized as the inverse limit of a finite tower of fibrations built using higher real K–theory spectra. These are topologically realized at large primes in the same reference; more work is needed at small primes. (For \( n = 1 \) and \( p = 2 \) this is classical, see [HMS94]; for \( n = 2 \) and \( p = 3 \), it is the subject of [GHMR05], the case \( n = p - 1 \) is treated in [Hen07], while \( n = 2 = p \) is
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accomplished in [BG].) In any case, the expectation is that the resolutions should be realizable for any \( n \) and \( p \). Understanding the higher real \( K \)-theory spectra and their module categories is thus a first step towards understanding \( K(n) \)-local spectra at \( n = p - 1 \). Furthermore, the higher real \( K \)-theories have the advantage of being computationally tractable. For example, Hopkins and Miller computed the homotopy groups of higher real \( K \)-theory spectra at \( n = p - 1 \), modulo the image of a transfer map.

The main result of this paper, Theorem 1.1, fits into a broader program to study duality and its implications for the Picard group of the \( K(n) \)-local category at \( n = p - 1 \). The algebro-geometric manifestation of the duality in question is Grothendieck–Serre duality on Lubin–Tate space, due to Gross and Hopkins [HG94a, HG94b]. In full, the duality takes into account the action by \( G \); here we restrict to finite subgroups and study Gross–Hopkins duality for higher real \( K \)-theory spectra.

To give context to our result, we need to introduce some notation. Since we work in the \( K(n) \)-local category, we will write \( X \wedge Y \) for the \( K(n) \)-local smash product \((X \wedge Y)_{K(n)}\) and \((E_n)_X \) for \( \pi_* (X \wedge E_n)_{K(n)} \). As usual, \( \text{Pic}_n \) denotes the Picard group of the category of \( K(n) \)-local spectra, so it consists of \( (K(n) \)-local) equivalence classes of spectra \( X \) for which there exists \( Y \) with \( X \wedge Y \cong S_{K(n)} \).

The exotic Picard group \( \kappa_n \) is the subgroup of \( \text{Pic}_n \) consisting of those elements \( X \in \text{Pic}_n \) such that \( (E_n)_X \cong (E_n)_\ast \) as \( \mathbb{G}_n \)-equivariant \((E_n)_\ast\)-modules, i.e., as Morava modules.

We propose to use higher real \( K \)-theory spectra to detect exotic elements at \( n = p - 1 \) as follows. Let \( \text{Pic}(E_{h}^{n}) \) denote the Picard group of the category of \( K(n) \)-local \( E_{h}^{n} \)-module spectra. For any subgroup \( H \subseteq \mathbb{G}_n \), there is a map \( \text{Pic}_n \rightarrow \text{Pic}(E_{h}^{n}) \) defined by \( X \mapsto X \wedge E_{h}^{n} \). One may be able to test the non-triviality of \( X \in \kappa_n \) by showing that \( X \wedge E_{h}^{n} \) is non-trivial in \( \text{Pic}(E_{h}^{n}) \). In contrast with \( \text{Pic}_n \), the Picard group of \( E_{h}^{n} \) is known and simple; Heard, Mathew, and Stojanoska [HMS17] have shown it is cyclic, so that \( X \wedge E_{h}^{n} \cong \Sigma^k E_{h}^{n} \) for some integer \( k \). The spectra \( E_{h}^{n} \) are periodic, so the problem reduces to determining whether or not \( k \equiv 0 \) modulo the periodicity.

Turning to Gross–Hopkins duality, let \( I_{Q/\mathbb{Z}} \) be the Brown–Comenetz spectrum, defined as the representing spectrum for the cohomology theory which assigns to \( X \) the abelian group \( \text{Hom}(\pi_0(X), \mathbb{Q}/\mathbb{Z}) \). For \( X \) a \( K(n) \)-local spectrum, the Gross–Hopkins dual of \( X \) is defined as \( I_{Q/\mathbb{Z}} \wedge X = F(M_nX, I_{Q/\mathbb{Z}}) \), where \( M_nX \) is the monochromatic layer of \( X \). Note that by a result of Greenlees and Sadofsky [GS96], if \( H \) is a finite subgroup of \( \mathbb{G}_n \), the Tate construction \( E_{h}^{n} \) vanishes \( K(n) \)-locally, so the norm \( (E_n)_{hH} \rightarrow (E_n)^{hH} \) is a \( K(n) \)-equivalence. It follows that \( I_{Q/\mathbb{Z}} \wedge (E_n)_{hH} \cong (E_n)_{hH} \), and similarly, for the Spanier–Whitehead duals \( D(E_{h}^{n}) \cong (DE_{h}^{n})^{hH} \). Therefore, we may write \( I_{Q/\mathbb{Z}} \wedge E_{h}^{n} \) or \( DE_{h}^{n} \) unambiguously. At height \( n = p - 1 \), it seems to be well-known that \( I_{Q/\mathbb{Z}} \wedge E_{h}^{n} \) is an invertible \( E_{h}^{n} \)-module: we give a detailed proof in Proposition 4.8. It follows by the remarks above that \( I_{Q/\mathbb{Z}} \wedge E_{h}^{n} \cong \Sigma^{k} E_{h}^{n} \), for some integer \( k \).

The main purpose of this paper is to determine the shift \( k \) for certain finite subgroups of \( \mathbb{G}_n \). Let \( \mathbb{S}_n \) be the small Morava stabilizer group, which is, the automorphism group of the Honda formal group law over \( F_p \). At height \( n = p - 1 \), \( \mathbb{S}_n \) contains a maximal finite subgroup \( F \cong C_p \rtimes C_{p^2} \). It can be extended by the Galois group to give a group \( G \) which is a maximal finite subgroup of \( \mathbb{G}_n \). For example, at
\( p = 3, \) \( G \) is the group denoted by \( G_{24} \) in [GHMR05]. We can now state our main result, which is proved as Theorems 4.12 and 4.18 in Section 4.

**Theorem 1.1.** For \( p \geq 3, n = p - 1, \) there are equivalences
\[
I_nE^{hC_p}_n \simeq \Sigma^{n^2}E^{hC_p}_n, \quad I_nE^{hF}_n \simeq \Sigma^{n^2+n^2}E^{hF}_n \quad \text{and} \quad I_nE^{hG}_n \simeq \Sigma^{n^2+n^2}E^{hG}_n.
\]

This result is well-known when \( p = 3 \) for the group \( G \): it follows from work of Mahowald–Rezk [MR99], as described in Behrens [Beh06, Proposition 2.4.1]. Alternatively, it also follows by \( K(2) \)-localizing the result of [Sto12], and in some sense, our proof (for any \( p \)) specializes to a \( K(2) \)-local variant of that paper. However, our computational techniques are different. The input to [MR99] is the mod–\( p \) homology of connective versions of the spectra of interest and [Sto12] relies heavily on algebro-geometric input. In contrast, the methods used in this paper are intrinsically \( K(n) \)-local.

Of course, the theorem also has a well-known analogue at height \( n = 1 \) and \( p = 2 \). Namely, in this case, \( E_1 \) is 2–completed complex \( K \)-theory, the Galois group is trivial and \( C_2 \) is the unique non-trivial finite subgroup acting on \( E_1 \) by complex conjugation with homotopy fixed points being 2–completed real \( C \)-group is trivial and \( p = 2 \). Namely, in this case, \( \text{homotopy fixed point spectral sequence of } E_1 \text{–theory} \)
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\[ \text{approach), one gets } I_1(E^{hC_2}_1) \simeq \Sigma^5E^{hC_2}_1. \]

For \( H = C_p, F \text{ or } G \) in Theorem 1.1, we prove the result by comparing the homotopy fixed point spectral sequence of \( I_n(E^{hH}_n) \simeq (I_nE^{hH}_n) \) to the \( \mathbb{Q}/\mathbb{Z} \)-dual of the homotopy orbit spectral sequence of \( (M_nE_n)_{hH} \). The key computational ingredient is then a theorem of Hopkins–Miller which provides an explicit description of the \( \mathcal{H} \text{-module structure of } (E_n)_n \text{ at height } n = p - 1 \). To finish this introduction, we give an indication of how our result can be used to detect a family of interesting invertible \( K(n) \)-local spectra.

The Gross–Hopkins dual of the sphere, \( I_n = I_nS_{K(n)} \), is of particular interest as a dualizing object. The spectrum \( I_n \) is an element of \( \text{Pic}_n \) by the work of Hopkins and Gross [HG94b, HG94a]; see also [HS99, Theorem 10.2(e)] and [Str00, Theorem 2]. In fact, their work implies an equivalence
\[
I_n \simeq S(\text{det}) \wedge S^{n^2-n} \wedge P_n,
\]
where \( P_n \) is an element of \( \kappa_n \) and \( S(\text{det}) \in \text{Pic}_n \) can be described as follows.

Following [BBGS18], let \( S(1) \) be the \( p \)-complete sphere with its natural action of \( \mathbb{Z}_p \). Then the determinant sphere is defined as
\[
S(\text{det}) := (E_n \wedge S(1))_{hG_n}.
\]
In [BBGS18], it is shown that the spectrum \( S(\text{det}) \) satisfies \( S(E_n)_{\ast}S(\text{det}) \cong (E_n)_{\ast} \) as \( (E_n)_{\ast} \)-module, but its action of \( G_n \) is twisted by the determinant (see (4.1)). Moreover, a key property of \( S(\text{det}) \) proved in [BBGS18] is that, for any closed subgroup \( H \) of the stabilizer group \( G_n \), which is in the kernel of the determinant, \( E_n^{hH} \wedge S(\text{det}) \simeq E_n^{hH} \).

At large primes, \( \kappa_n \) is trivial (see [HMS94, Proposition 7.5]) so that \( I_n \) is equivalent to \( S(\text{det}) \wedge S^{n^2-n}. \) However, in cases when \( \kappa_n \) is non-trivial, \( P_n \) can provide an interesting twist. This happens at \( n = 2 \) and \( p = 3 \); Goerss and Henn in [GH16] show that \( P_2 \) has order 3. In particular, they show that \( P_2 \) is detected by the higher real \( K \)-theory spectrum \( E^{hG}_2 \). This raises the natural question of whether or not higher real \( K \)-theory spectra detect \( P_n \) at height \( n = p - 1 \).
A strategy to answer the question more generally is to combine our result with information about the $K(n)$–local Spanier–Whitehead dual $DE^{hH}_n = F(E_n^{hH}, S_{K(n)})$. Again, $DE^{hH}_n$ is an invertible $E^{hH}_n$–module (see Proposition 4.8) so that $DE^{hH}_n \simeq \Sigma^k e E^{hH}_n$, for some integer $k$. Further, because $I_n$ is invertible, we have $I_n E^{hH}_n \simeq I_n \wedge DE^{hH}_n$.

If we assume further that $H$ is in the kernel of the determinant (for example, if $H = C_p$), then $E^{hH}_n \wedge S(\text{det}) \simeq E^{hH}_n$. Then (1.1) implies that

$$P_n \wedge E^{hH}_n \simeq \Sigma^k \zeta \tau \tau^{n^2} E^{hH}_n.$$ 

Provided that $k_I - k_D + n - n^2$ is not congruent to the periodicity of $E^{hH}_n$, the higher real $K$–theory spectrum $E^{hH}_n$ will detect $P_n$ as non-trivial. Here we determine $k_I$; to gain insight on whether $H$ detects $P_n$ in general, it remains to determine the more elusive shift $k_D$.

**Notation and conventions.** Throughout this article, we fix an odd prime $p$, and we work at height $n = p - 1$. Let $K = K(n)$ be Morava $K$–theory chosen so that the formal group law of $K$ is the Honda formal group law. Let $E = E_n$ be Morava $E$–theory with coefficients

$$E_n = \mathbb{W}[[u_1, \ldots, u_{n-1}][u^\pm],$$

where $\mathbb{W}$ is the ring of Witt vectors of $\mathbb{F}_{p^n}$. Let $\mathbb{S} = \mathbb{S}_n$ be the automorphism group of the formal group law of $K$ and $\mathbb{G} = \mathbb{G}_n$ be its extension by the Galois group of $\mathbb{F}_{p^n}/\mathbb{F}_p$. Often these are called the small and big Morava stabilizer group, respectively.

For $(-)_n$ the Bousfield localization at a spectrum $A$, recall that there is a natural transformation $(-)_n \to (-)_{n-1}$, whose fiber, denoted $M = M_n$, is called the $n$–th monochromatic layer. Unless otherwise specified, $S = S_K$ is the $K$–local sphere spectrum and, for $K$–local spectra $X$ and $Y$, $X \wedge Y$ denotes $(X \wedge Y)_K$ and $D(X) = F(X, S_K)$.

We let $D_{\mathbb{Q}/\mathbb{Z}}(-) = \text{Hom}_{\mathbb{Z}}(-, \mathbb{Q}/\mathbb{Z})$ denote Pontryagin duality, and $I_{\mathbb{Q}/\mathbb{Z}}$ is the Brown–Comenetz spectrum which represents the cohomology theory

$$X \mapsto D_{\mathbb{Q}/\mathbb{Z}}(\pi_*(X)).$$

Note that for $I_{\mathbb{Q}/\mathbb{Z}}X = F(X, I_{\mathbb{Q}/\mathbb{Z}})$, we have $\pi_q I_{\mathbb{Q}/\mathbb{Z}}X \simeq D_{\mathbb{Q}/\mathbb{Z}}(\pi_{-q}(X))$. For $X$ a $K$–local spectrum, we let $IX = I_n X$ be the Gross–Hopkins dual, defined as $F(MX, I_{\mathbb{Q}/\mathbb{Z}})$ and we let $1 = I_n S$.

We provide a little more information about the finite subgroups of $\mathbb{G}$. As was noted above, at height $n = p - 1$, the group $\mathbb{S}$ contains a maximal finite subgroup $F \cong C_p \rtimes C_n$. We can give $F$ the presentation

$$F = \langle \zeta, \tau \mid \zeta^p = 1, \tau^{n^2} = 1, \tau^{-1}\zeta \tau = \zeta^e \rangle,$$

where $e$ is a generator of $\mathbb{Z}/p^\infty$. The group $F$ can be extended by the Galois group

$$1 \to F \to G \to \text{Gal}(\mathbb{F}_{p^n}/\mathbb{F}_p) \to 1,$$

making $G$ a maximal finite subgroup of $\mathbb{G}$ as explained in [Hen07] or [Hea15, Section 2]. For example, at $p = 3$, $G$ is the group denoted by $G_{24}$ in [GHMR05].
Organization of the paper. In Section 2, we explain how Pontryagin duality interacts with the homotopy fixed point and homotopy orbit spectral sequences. We then record a version of the geometric boundary theorem, which we apply in Section 3 to obtain a description of the Tate spectral sequence for the monochromatic layer, which is used in Section 4 to prove our main results.

Acknowledgements. The authors would like to thank Mark Behrens, Paul Goerss, Hans-Werner Henn, Mike Hopkins and Craig Westerland for useful conversations, as well as the referee for useful suggestions and corrections.

2. Preliminaries on the homotopy fixed point spectral sequence

We recall the construction of the homotopy fixed point and homotopy orbit spectral sequences and explain how they are related via Pontryagin duality. Furthermore, we give a weak version of the geometric boundary theorem for the homotopy orbit spectral sequence for a finite group, which will be used in the next section.

2.1. Dualizing the homotopy orbits spectral sequence. We describe a spectral sequence, which, in certain cases, computes the homotopy groups of
\[ I_{\mathbb{Q}/\mathbb{Z}}(X^hH) \]
where \( H \) is a finite group and \( X \) is an \( H \)–spectrum. Let \( H \) be a finite group and let \( EH_{(s)} \) be the \( s \)’th skeleton of \( EH \). Consider the family of cofiber sequences
\[
\Sigma^\infty EH_{(s)} \longrightarrow \Sigma^\infty EH_{(s+1)} \longrightarrow \Sigma^\infty EH_{(s+1)}/EH_{(s)}
\]
Applying \( - \wedge H \) and taking homotopy groups gives rise to an exact couple whose associated spectral sequence is the homotopy orbits spectral sequence (HOPS), with
\[
E_2^{s,t} = H_{s}(H,\pi_{t}X) \implies \pi_{t-s}X^hH
\]
and differentials \( d_{E}^{r} : E_{s,t}^{r} \rightarrow E_{s-r,t+r-1}^{r} \).

Recall the definition of \( I_{\mathbb{Q}/\mathbb{Z}} \) from Section 1. Further, note that
\[
(F_{X}(\pi_{t}I_{\mathbb{Q}/\mathbb{Z}}X))_{hH} \simeq I_{\mathbb{Q}/\mathbb{Z}}(X^hH).
\]
Applying the functor \( F_{H}(\pi_{t}I_{\mathbb{Q}/\mathbb{Z}}X) \) to (2.1) and taking homotopy groups gives rise to an exact couple whose associated spectral sequence is the homotopy orbits spectral sequence (HOSS), with
\[
E_2^{s,t} = D_{\mathbb{Q}/\mathbb{Z}}(H_{s}(H,\pi_{t}X)) \implies \pi_{t-s}I_{\mathbb{Q}/\mathbb{Z}}(X^hH)
\]
with differentials \( d_{K}^{r} : K_{s,t}^{r} \rightarrow K_{s+r,t+r-1}^{r} \) given by
\[
D_{\mathbb{Q}/\mathbb{Z}}(E_{s-t}^{r}) \xrightarrow{D_{\mathbb{Q}/\mathbb{Z}}(d_{E}^{r})} D_{\mathbb{Q}/\mathbb{Z}}(E_{s+r,t-r+1}^{r}).
\]
So the differentials \( d_{K}^{r} \) are completely determined by those in the HOSS. We record this in the following result.
Proposition 2.1. The homotopy fixed point spectral sequence
\[ F_{s,t}^2 = H^s(H, \pi_t I_{Q/Z}X) \Rightarrow \pi_{t-s}(I_{Q/Z}X)^{hH} \]
with differentials \( d^F_r : F_{s,t}^r \to F_{s+r,t+r-1}^r \) is Pontryagin dual to the homotopy orbits spectral sequence computing \( \pi_* X_{hH} \). In particular, its differentials are completely determined by the latter.

Therefore, to compute \( \pi_* (I_{Q/Z}X)^{hH} \), it suffices to fully understand the HOSS for \( X_{hH} \).

Remark 2.2. Let \( \hat{H}^*(H, \pi_t X) \) denote the Tate cohomology of a finite group \( H \) with coefficients in \( \pi_t X \). There are maps of spectral sequences
\[ H^*(H, \pi_t X) \to \hat{H}^*(H, \pi_t X) \to H_{-s-1}(H, \pi_t X) \]
\[ \pi_{t-s} X^{hH} \to \pi_{t-s} X^{tH} \to \pi_{t-s-1} X_{hH} \]
such that the first map is multiplicative (see the discussion in [GM95, Part II], in particular, (9.9) and Theorem 10.3). The maps in the top row of the diagram (i.e., the maps between \( E_2 \)-pages) induce isomorphisms
\[ \hat{H}^*(H, \pi_t X) \cong \begin{cases} H^s(H, \pi_t X) & s \geq 1 \\ H_{-s-1}(H, \pi_t X) & s \leq -2. \end{cases} \]
The map of spectral sequences
\[ H^*(H, \pi_t X) \to \hat{H}^*(H, \pi_t X) \]
is thus an isomorphism on \( E_2 \)-pages for \( * > 0 \) and there is an exact sequence
\[ 0 \to \hat{H}^{-1}(H, \pi_t X) \to H_0(H, \pi_t X) \xrightarrow{N} H^0(H, \pi_t X) \to \hat{H}^0(H, \pi_t X) \to 0 \]
where \( N \) is the algebraic norm map. For degree reasons, the image of \( N \) consists of permanent cycles, so the differentials in the homotopy fixed point spectral sequence (HFPSS) are completely determined by those in the Tate spectral sequence (TSS). Further, at least in the case of groups with periodic cohomology if not more generally, the differentials in the HFPSS force all the differentials in the TSS, which in turn determines the differentials in the homotopy orbit spectral sequence (HOSS).

Depicting this in the \((t-s, s)\) plane, the HFPSS is in the first two quadrants, the TSS in all four, and the HOSS in the last two quadrants, and interference between the HFPSS and HOSS happens only along the horizontal axis, via the algebraic norm map.

2.2. Geometric Boundary. We require an analogue of the geometric boundary theorem for the homotopy fixed point spectral sequence of a finite group. Such results are often stated in the context of generalized Adams spectral sequences (see [Rav86, Proposition 2.3.4]). However, the most general statement in this vein that appears in the literature is [Beh12, Appendix A] and Lemma 2.3 is an application of Behrens’s treatment.

Lemma 2.3. Let \( H \) be a finite group and suppose that \( \Sigma^{-1} Z \xrightarrow{j} X \xrightarrow{i} Y \xrightarrow{p} Z \) is a fiber sequence of \( H \)-equivariant spectra which induces a short exact sequence
\[ 0 \to \pi_* X \to \pi_* Y \to \pi_* Z \to 0 \]
on homotopy groups. Let \( \delta_r^{s,t}(\mathcal{X}) \), \( \delta_r^{s,t}(\mathcal{Y}) \), and \( \delta_r^{s,t}(\mathcal{Z}) \) be the associated HFPSSs. Suppose that \( H^s(H, \pi_*\mathcal{Y}) = 0 \) for \( s > 0 \). Then there are inductively defined maps \( \delta_r: \delta_r^{s,t}(\mathcal{Z}) \rightarrow \delta_r^{s+1,t}(\mathcal{X}) \) induced by the connecting homomorphism \( \delta_2: H^s(H, \pi_*\mathcal{Z}) \rightarrow H^{s+1}(H, \pi_*\mathcal{X}) \), such that

\[
d_r \delta_r = -\delta_r d_r.
\]

The maps \( \delta_r \) are isomorphisms if \( s > 0 \) and \( \delta_\infty \) is a filtered version of \( j_*: \pi_* \mathcal{Z}^h H \rightarrow \pi_{s-1} \mathcal{X}^h H \).

**Remark 2.4.** Similar statements hold for the TSS and, respectively, the HOSS, provided that \( \hat{H}^s(H, \pi_*\mathcal{Y}) = 0 \) for all \( s \) and, respectively, that \( H_s(H, \pi_*\mathcal{Y}) = 0 \) for all \( s < 0 \).

The proof of Lemma 2.3 is technical. It relies on a careful reading of [Beh12, Appendix A] and, in particular, of the proof of Lemma A.4.1 in loc.cit. Understanding the remainder of the paper does not necessitate the understanding of the details of this particular proof, so the reader unenthusiastic about gory spectral sequence details can safely skip to the beginning of the next section if they so prefer.

**Proof of Lemma 2.3.** In this argument, we assume that the reader is familiar with the notation and techniques of [Beh12, Appendix A]. Let \( X = \mathcal{X}^h H \) and

\[
X_\mu = \begin{cases} 
F_H(EH_r^{(-\mu)}, \mathcal{X}) & \mu \leq 0 \\
* & \mu > 0.
\end{cases}
\]

Then \( X_\mu \) is a tower under \( X \) and

\[
X_\mu = F_H(EH_r^{(-\mu)}/EH_r^{(-\mu+1)}, \mathcal{X}) = F_{-\mu}.
\]

The spectral sequence of [Beh12, Appendix A.3] is a reindexing of the HFPSS

\[
E_{r,\mu}^s(X) \cong \delta_r^{-s,t-\mu}(X)
\]

with differentials

\[
d_{\alpha}^X: E_{r,\mu}^s(X) \rightarrow E_{r-1,\mu-\alpha}^s(X).
\]

We use the same notation for \( Y = \mathcal{Y}^h H \) and \( Z = \mathcal{Z}^h H \).

In particular, for any \( X \) we have that \( E_{r,\mu}^s(X) = 0 \) if \( \mu > 0 \). By our assumptions on \( Y \), \( E_{r,\mu}^s(Y) = 0 \) for any \( \mu \neq 0 \) and there are exact sequences

\[
0 \rightarrow E_{r,\mu}^1(X) \xrightarrow{j_*} E_{r,\mu}^1(Y) \xrightarrow{p_*} E_{r,\mu}^1(Z) \rightarrow 0.
\]

That is, \( j_*: E_{r+1,\mu}(Z) \rightarrow E_{r,\mu}(X) \) is the zero map. We let

\[
\delta_2: E_{r,\mu}^2(Z) \rightarrow E_{r-1,\mu-1}(X)
\]

be the associated connecting homomorphism, which is identified with the usual connecting homomorphism in group cohomology. Assume by induction that \( \delta_\beta \) has been defined on the \( E_{r,\mu}^\beta \)-term and is the map induced by \( \delta_2 \). Suppose that there is a non-trivial differential \( d_{\beta}^2(w) = z \) for \( w \in E_{r,\mu}^\beta(Z) \) and \( z \in E_{r-1,\mu-\beta}(Z) \). We will use [Beh12, Lemma A.4.1] to conclude that

\[
d_{\beta}^3(\delta_\beta(w)) = -\delta_\beta(d_{\beta}^2(w))
\]
as follows.
Theorem 4.12. in terms of the one for $E$, which will be one of the key ingredients in the proof of [Beh12, Lemma A.4.1]. In our case, we have $d_{\beta}(y) = 0$. Otherwise, $y$ would be a permanent cycle since $E^{1}_{*,*}(Y)$ collapses at $E_2$, which would imply that $d^{Y}_{\beta}(y) = 0$. This would contradict the fact that $d^{Y}_{\beta}(p_{*}(y)) = d^{Y}_{\beta}(w) \neq 0$.

We will apply [Beh12, Lemma A.4.1] to the differential $d^{Y}_{\beta}(y) = y'$. A step by step analysis of the proof shows that we are in Case 3 of [Beh12, Lemma A.4.1]. We do not repeat the argument here as our treatment would be no simpler than the proof of [Beh12, Lemma A.4.1]. In our case, we have $\alpha = \alpha'' = 1$, $\alpha' = \beta - 1$, $x = \delta_{\beta}(w)$, $x'' = -\delta_{\beta}(z)$ where $\alpha, \alpha', \alpha'', x$ and $x''$ are as in the statement of Behrens’ result. These elements are illustrated in Figure 1.

Since $\delta_{\beta}$ anti-commutes with the differential $d_{\beta}$, it induces a map on the $E^{1}_{*,*}$-terms which we denote by $\delta_{\beta+1}$.

Finally, we use Lemma A.4.1 again to prove that $\delta_{\infty}$ is a filtered version of $j_{*}: \pi_{*}Z \rightarrow \pi_{*-1}X$. Let $\tau \in \pi_{*}Z$. Choose $z \in E^{1}_{t,\mu}(Z)$ which detects $\tau$. Then there exists $y \in E^{1}_{t,\mu}(Y)$ such that $p_{*}(y) = z$. If $d^{1}_{Y}(y) = 0$, then

- $y$ is a permanent cycle which represents a class $y \in \pi_{1}Y$ such that $p_{*}(y) = \tau$. Hence, $j_{*}(\tau) = 0$.
- $\delta_{2}(z) = 0$ by the definition of the connecting homomorphism. Hence, $\delta_{\infty}(\tau) = 0$.

In this case, $j_{*}(\tau) = 0$ and $\delta_{\infty}(\tau) = 0$, so the claim holds. So, suppose that $d^{1}_{Y}(y) = y' \neq 0$. We can apply Lemma A.4.1 to this differential, with $\alpha = 1$. Since $p_{*}(y) = \tau$ is a permanent cycle, we are in Case 5, under the assumption that $p_{*}(x)$ detects $\tau$. Then, there is a non-trivial element $x \in E^{1}_{t-1,\mu-1}$ such that $i_{*}(x) = y'$ and, by definition, $\delta_{2}(z) = x$. Further, $j_{*}(\tau)$ is detected by $x$, or it is detected in lower filtration if $x$ is the target of a differential in $E^{1}_{*,*}(X)$.

3. The monochromatic layer

In this section we give a description of the Tate spectral sequence of $ME = M_{\alpha}E_{n}$ in terms of the one for $E$, which will be one of the key ingredients in the proof of Theorem 4.12.
Recall that
\[ E_* = \mathbb{W}[u_1, \ldots, u_n][u^{\pm 1}] \]
for \( \mathbb{W} = W(\mathbb{F}_p) \) the Witt vectors on \( \mathbb{F}_p \), \( u_i \in E_0 \) for \( 1 \leq i \leq n \) and \( u \in E_{-2} \). Further, we let
\[ v_k = \begin{cases} p & k = 0 \\ u_k u^{1-p^k} & 1 \leq k < n \\ u^{1-p^n} & k = n. \end{cases} \]

Let \( I_k \) be the ideal \((p, v_1, \ldots, v_{k-1})\) in \( E_* \), with the convention that \( I_0 \) is the zero ideal. Note that \( v_k \) is invariant modulo \( I_k \). As in [Rav84, Section 5] or [Str00], consider the cofiber sequences
\[ E/I_k^\infty \to v_k^{-1}E/I_k^\infty \to E/I_{k+1}^\infty. \]

One deduces from the fact that \( M(v_k^{-1}E/I_k^\infty) \simeq \ast \) for \( k < n \) that
\[ ME \simeq \Sigma^{-n}M(E/I_n^\infty) \simeq \Sigma^{-n}E/I_n^\infty. \]

Recall that \( \mathbb{G}_n \) acts on \( ME \simeq E \wedge MS \) via its natural action on \( E \). Our goal in this section is to understand the cohomology of \( C_p \) with coefficients \( E_*/I_k^\infty \) in terms of its cohomology with coefficients in \( E_*/I_{k-1}^\infty \). To this end, we recall the following theorem, which is an adaptation of unpublished work of Hopkins and Miller.

**Notation 3.1.** Recall that \( n = p-1 \) and let \( \zeta \) be a generator of \( C_p \). For \( 0 \leq k \leq n \), let \( U_k \) be the \( C_p \)-module \( \mathbb{F}_p \{z_n, z_{n-1}, \ldots, z_k\} \) with \( \mathbb{F}_p \)-linear action determined by \( \zeta(z_i) = z_i + z_{i-1} \) for \( k < i \leq n \) and \( \zeta(z_k) = z_k \). Let \( S_*(U_k) \) be the symmetric algebra on \( U_k \) over \( \mathbb{F}_p \) and let \( d \in S_p(U_k) \) be given by \( d = \prod_{g \in C_p} g(z_n) \).

**Theorem 3.2** (Hopkins–Miller). Let \( m \) be the image of \( I_n \) in \( E_*/I_k \). For \( 0 \leq k \leq n \), there is a map \( \varphi: U_k \to E_{-2}/I_k \) and \( c_i \in \mathbb{W}^\times \) such that \( \varphi(z_i) \equiv c_i u \mod (p, m^2) \) and \( \varphi(z_i) \equiv c_i u u_i \mod (I_i, m^2) \) for \( k < i < n \). The map \( \varphi \) induces a \( C_p \)-equivariant map of algebras
\[ S_*(U_k)[d^{-1}] \to E_*/I_k \]
which becomes an isomorphism upon completion at \( I = \varphi^{-1}(m) \).

**Remark 3.3.** For a proof in the case of a maximal finite subgroup, see for example Nave’s paper [Nav10, Thm. 2.1] and \( k = 0 \). A similar choice of coordinates works for \( C_p \), and the result for \( k \geq 1 \) follows easily from this.

The next result is the key input that fuels our group cohomology computations.

**Lemma 3.4.** Let \( H \) be \( G \), \( F \) (as defined in (1.3)) or \( C_p \). For \( 0 \leq k \leq n-1 \) and \( s > 0 \),
\[ v_k^{s+1} \cdot H^s(H, E_*/I_k) = 0 \]
where \( v_k = u_k u^{1-p^k} \in H^0(H, E_*/I_k) \).

**Proof.** The claims for \( G \) and \( F \) follow from the claim for \( C_p \) by taking \( G/C_p \) and \( F/C_p \)-fixed points since both quotients have order coprime to \( p \). Further, if \( k = 0 \), the claim follows from the fact that \( pH^s(C_p, E_*) = 0 \) if \( s > 0 \); so we assume that \( k \geq 1 \). From Theorem 3.2 we obtain
\[ H^*(C_p, E_*/I_k) \cong (H^*(C_p, S_*(U_k))[d^{-1}])_I^\wedge. \]
Note that the localization and completion can be moved outside, because $d$ and $I$ are invariant and our coefficients are finitely generated over $E_*$. Moreover,
\[
\varphi(z_k) \equiv c_k v_k u^{s_k} \equiv cv_k \varphi(d)^{s_k-1} \mod (I_k, m^2)
\]
for some $c \in \mathbb{W}^\times$. Hence, $\varphi(z_k)$ and $v_k$ differ by a unit. Therefore, it suffices to show that
\[
z_k H^s(C_p, S_*(U_k)) = 0
\]
for $s > 0$.

For $t \geq 0$, $k + 1 \leq r \leq p - 1$ and $s > 0$, we show below that $H^s(C_p, S_{pt+r}(U_k)) = 0$. Since multiplication by $z_k$ is a degree shifting map
\[
z_k : H^s(C_p, S_*(U_k)) \to H^s(C_p, S_{s+1}(U_k)),
\]
it follows that $z_k H^s(C_p, S_*(U_k)) = 0$ for $s > 0$, as desired.

The referee points out the following self-contained proof of the vanishing of $H^s(C_p, S_{pt+r}(U_k))$ in the cases stated above. Since $U_0$ is the regular representation of $C_p$ over $\mathbb{F}_{p^n}$, $H^0(C_p, S_*(U_0))$ is concentrated in degrees divisible by $p$ and $S_0(U_0)$ is free over $\mathbb{F}_{p^n}[C_p]$ whenever $p$ does not divide $l$. This implies that $H^s(C_p, S_0(U_0)) = 0$ for all $s > 0$ and $l$ not divisible by $p$. For $k > 0$, using the long exact sequences on cohomology associated to the short exact sequences
\[
0 \to S_*(U_{k-1}) \to S_*(U_k) \to 0,
\]
it follows that $H^s(C_p, S_{pt+r}(U_k)) = 0$ for all $s > 0$, $t \geq 0$, and $k + 1 \leq r \leq p - 1$. $\square$

**Lemma 3.5.** Let $H$ be $G, F$ (as defined in (1.3)) or $C_p$. For $0 \leq k \leq n - 1$ and any $E_* E$–comodule $A$ which is $I_k$–power-torsion,
\[
\tilde{H}^*(H, v_k^{-1} A) = 0.
\]
In particular, this holds for $A = E_*/I_k^\infty$.

**Proof.** Again, we prove the claim for $C_p$ and note that the claim for $G$ and $F$ then follows by taking fixed points. Further, in the case $k = 0$, the claim is that $H^*(C_p, p^{-1} A) = 0$ for $s > 0$, which holds because $|C_p|$ is invertible in $p^{-1} A$. So we assume that $k \geq 1$.

The group $C_p$ has periodic Tate cohomology, so it is enough to prove that $H^s(C_p, v_k^{-1} A)$ is zero for $s > 0$. Let $\mathcal{E}$ be the collection of those $I_k$–torsion $E_* E$–comodules $A$ for which $v_k^{-1} H^s(C_p, A) \cong H^s(C_p, v_k^{-1} A)$ vanishes for all $s > 0$. On the one hand, $\mathcal{E}$ is closed under internal shifts, extensions, and filtered colimits, since taking $C_p$–group cohomology commutes with filtered colimits. On the other hand, every $E_* E$–comodule can be written as a union over its finitely generated subcomodules. Moreover, if $A$ is $I_k$–power-torsion, so are its subcomodules. According to the Landweber filtration theorem, every finitely generated $I_k$–power-torsion $E_* E$–comodule is an iterated extension of cyclic comodules $E_*/I_{k'}$ with $k' \geq k$, up to internal shifts.

It follows that every $E_* E$–comodule $A$ which is $I_k$–power-torsion can be constructed from the set $\{E_*/I_{k'}\}_{k' \geq k}$ via internal shifts, extensions, and filtered colimits. By Lemma 3.4, $E_*/I_k$ is in $\mathcal{E}$, while $E_*/I_{k'} \in \mathcal{E}$ trivially for $k' > k$, so $A \in \mathcal{E}$ as claimed. $\square$

---

1In fact, it follows from Corollary 2.5 and Proposition 2.10 of [AF78, Ch. III] that for $t \geq 0$ and $k + 1 \leq r \leq p - 1$, $S_{pt+r}(U_k)$ is a free $\mathbb{F}_p[C_p]$–module.
Proposition 3.6. Let $H$ be $G$, $F$ (as defined in (1.3)) or $H = C_p$. There is an isomorphism of spectral sequences

$$
\hat{H}^s(H, \pi_0(ME)) \xrightarrow{\cong} \hat{H}^{s+n}(H, \pi_{t+n}E)
$$

$$
\pi_{t-s}(ME_H) \xrightarrow{\cong} \pi_{t-s}E_H.
$$

Proof. We can filter the map $ME \rightarrow E$ as a composite

$$ME = \Sigma^{-n}E/I_\infty \overset{f_n}{\longrightarrow} \Sigma^{-(n-1)}E/I_{n-1} \overset{f_{n-1}}{\longrightarrow} \cdots \overset{f_2}{\longrightarrow} \Sigma^{-1}E/I_1 \overset{f_1}{\longrightarrow} E/I_0 \cong E.
$$

On homotopy groups, the fiber sequences $\Sigma^{-k}E/I_{k-1} \rightarrow \text{fib}(f_k) \rightarrow \Sigma^{-k}E/I_\infty$ induce short exact sequences

(3.1) $0 \longrightarrow E_s/I_{k-1} \longrightarrow v_{k-1}^{-1}E_s/I_{k-1} \longrightarrow E_s/I_\infty \longrightarrow 0.$

By Lemma 3.5, the $H$–group cohomology of the middle term vanishes in positive degrees, so we are in the situation of Lemma 2.3. It follows that the connecting homomorphism associated to (3.1) gives an isomorphism of $H$–homotopy fixed point spectral sequences

$$H^s(H, \pi_t(\Sigma^{-k}E/I_{k-1})) \xrightarrow{\delta_2} H^{s+1}(H, \pi_{t+1}(\Sigma^{-(k-1)}E/I_{k-1}))
$$

$$\pi_{t-s}(\Sigma^{-k}E/I_{k-1})^H \xrightarrow{\cong} \pi_{t-s}(\Sigma^{-(k-1)}E/I_{k-1})^H
$$

for all $1 \leq k \leq n$. The claim about the Tate spectral sequences follows from this by the periodicity of Tate cohomology.


4.1. The dual Tate spectral sequence. Let $I$ be the Gross–Hopkins dual of $S$ as defined in Section 1. Let $H$ be a finite subgroup of $G$. Our goal is to study $I(E^{hH})$. However, since the Tate construction $E^{hH}$ vanishes, the norm $E_{hH} \rightarrow E^{hH}$ is a K–local equivalence. It follows that

$$I(E^{hH}) \cong I(E_{hH}) \cong (IE)^{hH} \cong (I_{Q/\mathbb{Z}}ME)^{hH}.$$

We will therefore use the monochromatic layer $ME$ to get information about the HFPS of $I(E^{hH})$.

Proposition 4.1. Let $H$ be $G$, $F$ (as defined in (1.3)) or $C_p$. For $s \geq 1$, there is an isomorphism

$$\hat{H}^s(H, \pi_tIE) \cong D_{Q/\mathbb{Z}}(\hat{H}^{s-1+n}(H, \pi_{t+n}E))
$$

compatible with differentials, in the sense that Tate differentials on the left hand side correspond to the Pontryagin duals of Tate differentials on the right hand side.

Proof. Proposition 2.1 provides an isomorphism between the HFPS for $(IE^{hH}) \cong (I_{Q/\mathbb{Z}}ME)^{hH}$ and the Pontryagin dual of the HOSS computing $(ME)_{hH}$. In particular, there is an isomorphism of $E_2$–terms

$$H^s(H, \pi_tIE) \cong H^s(H, \pi_tI_{Q/\mathbb{Z}}ME) \cong D_{Q/\mathbb{Z}}(H_s(H, \pi_{t}ME)).$$
for all $s > 0$, compatible with differentials. (See Section 2 for this compatibility under the second isomorphism.) Using the conventions of Remark 2.2 and Proposition 3.6, upon Tate periodization we obtain the following isomorphism of the TSS for IE and the Pontryagin dual of the TSS for E

$$\hat{\mathcal{H}}^s(H, \pi_t \text{IE}) \cong D_{\mathbb{Q}/\mathbb{Z}}(\hat{\mathcal{H}}^{-s-1}(H, \pi_{-t}(\text{ME}))) \cong D_{\mathbb{Q}/\mathbb{Z}}(\hat{\mathcal{H}}^{-s-1+n}(H, \pi_{-t+n}\text{E})).$$

□

Remark 4.2. Note that in practice, Proposition 4.1 gives a procedure for obtaining the TSS for IE from that for E and vice versa: One needs to shift and rotate, i.e., perform the transformation of the plane $(s, t) \mapsto (-s - 1 + n, -t + n)$ to go from one to the other. In the next subsection, we recall the relevant computations for the TSS for E, which will determine fully the TSS for IE. However, that alone does not suffice for determining the HFPSS for IE, as we cannot directly relate the zero-line to the one of the HFPSS for E. To do that, we use Gross-Hopkins duality in Section 4.3.

4.2. Recollections on Tate cohomology. In order to proceed from here, recall the following result, due to Hopkins and Miller; published accounts of it can be found in [Nav10, Sym04]. An illustration in the case $p = 5$ is given in Figure 2 and Figure 3. We use the notation $x = y$ if $x = \lambda y$ for a unit $\lambda$ in $\mathbb{F}_p$.

Theorem 4.3 (Hopkins–Miller). There is an isomorphism

$$\hat{\mathcal{H}}^s(C_p, E_n) \cong \mathbb{F}_p[a, b^{1±1}, \delta^{±1}]/(a^2)$$

where the degrees $(s, t)$, for $s$ the cohomological and $t$ the internal degree, are given by $|a| = (1, -2), |b| = (2, 0)$ and $|\delta| = (0, 2p)$. The differentials in the spectral sequence are determined by

$$d_{2n+1}(\delta) \div ab^n\delta^2 \quad d_{2n+1}(a) \div b^{n^2+1}a^{n-1}$$

and the fact that they are $a\delta, b\delta^a$, and $\delta^p$–linear. The homotopy groups of $E^n_{hC_p}$ are periodic of period $2np^2$ on the element $\delta^p$.

Remark 4.4. From Theorem 4.3, we see that the $E_2$–term of the spectral sequence

$$\hat{\mathcal{H}}^s(C_p, E_n) \implies \pi_{t-s}E^n_{hC_p}$$

is an $\mathbb{F}_p$–vector space on classes $\delta^{k-r}b^r$ and $a\delta^{k-r}b^r$. The $d_{2n+1}$–differentials are

$$d_{2n+1}(\delta^{k-r}b^r) \div k\alpha \delta^{k-r+1}b^{n+r}$$

for $k \not\equiv 0 \pmod{(p)}$. The $E_{2p}$–term of the Tate spectral sequence is thus generated by terms of the form $a\delta^{k-r}b^r$ and $\delta^{k-r}b^r$ where $k \equiv 0 \pmod{(p)}$. The remaining non-trivial differentials are

$$d_{2n+1}(a\delta^{k-r}b^r) \div \delta^{k-r+n-1}b^{n^2+1+r}.$$

A proof of the following results can be found in [Hea15].

Theorem 4.5 (Hopkins–Miller). There is an isomorphism

$$\hat{\mathcal{H}}^s(F, E_n) \cong \mathbb{F}_p[\alpha, \beta^{±1}, \Delta^{±1}]/(\alpha^2),$$

where $\alpha = \delta a$, $\beta = b\delta^a$ and $\Delta = \delta^p$, so that $|\alpha| = (1, 2n)$, $|\beta| = (2, 2pn)$ and $|\Delta| = (0, 2pn^2)$. In the TSS, there are differentials

$$d_{2n+1}(\Delta) \div \alpha^\beta^n, \quad d_{2n+1}(\alpha\Delta^n) \div \beta^{n^2+1}.$$
which determine all other differentials. The homotopy groups of $E^hF$ are periodic of period $2n^2p^2$ on the element $\Delta^p$.

**Theorem 4.6** (Hopkins–Miller). There is an isomorphism

$$\hat{H}^*(G, E_\ast) \cong \mathbb{F}_p[\alpha, \beta^\pm 1, \Delta^\pm 1]/(\alpha^2)$$

with differentials as in **Theorem 4.5**.

4.3. **Computations of the duals.** We now turn to the proof of our main results, which are illustrated in Figure 2, Figure 3 and Figure 5. The next few results are used to show that the spectral sequences for $IE^hH$ are isomorphic to shifts of that for $E^hH$. Similar results are also discussed in [Hea15, Section 5], but we give more details here.

**Lemma 4.7.** Suppose $\mathcal{M}^{**}_r$ is a spectral sequence of modules over a spectral sequence $\mathcal{E}^{**}_r$ of algebras. Assume additionally that for some $r \geq 2$, the $r$th page $\mathcal{M}^{**}_r$ is a cyclic module over $\mathcal{E}^{**}_r$, i.e., that there exists a class $x \in \mathcal{M}^{**}_r$ such that $\mathcal{M}^{**}_r \cong \mathcal{E}^{**}_r(x)$. If $x$ is a $d_r$-cycle, then $\mathcal{M}^{**}_{r+1} \cong \mathcal{E}^{**}_{r+1}(x)$ is a cyclic module on the class $x \in \mathcal{M}^{**}_{r+1}$ corresponding to $x$.

In particular, if also $x$ is not a boundary and $\mathcal{M}^{**}_r$ is free of rank one on $x$, then $\mathcal{M}^{**}_{r+1}$ is also free of rank one on $x$.

**Proof.** First, the differentials $d_r^\mathcal{M}$ on the $r$th page of $\mathcal{M}^{**}_r$ are determined by the differentials $d_r^\mathcal{E}$ for $\mathcal{E}^{**}_r$: Indeed, by assumption any element in $\mathcal{M}^{**}_r$ can be written as $a \cdot x$ for $a \in \mathcal{E}^{**}_r$, so that

$$d_r^\mathcal{M}(a \cdot x) = d_r^\mathcal{E}(a) \cdot x \pm a \cdot d_r^\mathcal{M}(x) = d_r^\mathcal{E}(a) \cdot x.$$

If $x$ is a boundary, this implies the claim, so it remains to consider the case that $x$ is a boundary on $\mathcal{M}^{**}_r$. Suppose that there exists $y$ such that $d_r^\mathcal{M}(y) = x$. Let $a \cdot x$ be an arbitrary cycle on $\mathcal{M}^{**}_r$, i.e., $d_r^\mathcal{E}(a) = 0$. We thus get

$$d_r^\mathcal{M}(a \cdot y) = d_r^\mathcal{E}(a) \cdot y \pm a \cdot d_r^\mathcal{M}(y) = a \cdot x,$$

so that $a \cdot x$ is a boundary as well, hence $\mathcal{M}^{**}_{r+1} = 0$. \qed

To avoid confusion about which spectral sequence we are referring to, we will say “the TSS for $X \smallsetminus G$” to refer to the TSS whose $E_2$-page is $\hat{H}^*(G, \pi_*X)$, converging to $\pi_*X^{G}$, and similarly in the case of the HFPSS and HOSS.

**Proposition 4.8.** Let $X$ be a spectrum with a $G$–action. Suppose that $\pi_*X$ is free of rank one as a $G$–$E_\ast$–$\mathbb{Z}$–module, and that the TSS for $X \smallsetminus H$ is a module over the TSS for $E \smallsetminus H$ whenever $H$ is a subgroup of $G$. Then the TSS for $X \smallsetminus H$ is, up to a shift, isomorphic to the TSS for $E \smallsetminus H$.

**Remark 4.9.** Of course, the prime example of such a situation is when $X$ is itself an $E$–$\mathbb{Z}$–module with a compatible $G$–$G$–action.

**Proof.** First, note that if $H$ does not contain the $p$–torsion, the spectral sequences collapse and the claim follows trivially. So we assume that $C_p$ is a subgroup of $H$. Note that, by **Lemma 4.7**, it suffices to show that there is a module generator $x$ which is a permanent cycle.

First, we prove that such an $x$ exists when $H = G$, using the explicit knowledge of **Theorem 4.6**. The assumption implies that there exists $r \in \mathbb{Z}$ and a module generator $y$ in degree $(0,0)$, so that

$$\hat{H}^*(G, \pi_*\Sigma^r X) \cong \hat{H}^*(G, \pi_*E)\{y\}.$$
For degree reasons, \( y \) is a \( d_{2n} \)-cycle. Suppose that \( d_{2n+1}(y) \neq 0 \). This implies that 
\[
d_{2n+1}(y) = \lambda \alpha \beta^n \Delta^{-1} y \text{ for some } \lambda \in \mathbb{F}_p^\times.
\]
We know that \( d_{2n+1}(\Delta) = \gamma \alpha \beta^n \) for \( \gamma \in \mathbb{F}_p^\times \), so we compute
\[
d_{2n+1}(\Delta y) = (k\gamma + \lambda) \alpha \beta^n \Delta^{k-1} y.
\]
Take \( k \) to be an integer such that \( k \equiv -\lambda / \gamma \pmod{(p)} \), so that \( x = \Delta y \) is a \( d_{2n+1} \)-cycle. Since \( \Delta \) is invertible, \( x \) is a free generator of the \( E_2 \)-term of the TSS for \( X \) over \( \hat{H}^*(G, \pi_\ast E) \), so we can apply Lemma 4.7. Proceeding inductively, one sees that there can be no higher differentials on \( x \).

Note that, since \( C_p \subseteq H, |G/H| \) is coprime to \( p \). Hence,
\[
\hat{H}^*(G, \pi_\ast \Sigma^r X) \cong \hat{H}^*(H, \pi_\ast \Sigma^r X)^{G/H}
\]
and the image of \( x \) in \( \hat{H}^*(H, \pi_\ast \Sigma^r X) \) is a permanent cycle which generates the \( E_2 \)-term as an \( \hat{H}^*(H, E_\ast) \)-module. \( \square \)

**Remark 4.10.** For \( X \) as in Proposition 4.8, it then follows from Remark 2.2 that the HFPS and HOSS for \( X \land H \) are isomorphic to the corresponding ones for \( E \land H \) up to the same shift. Further, to determine the shift, it suffices to find a \( d_{2n+1} \)-cycle \( x \) on the zero line of the TSS for \( X \land H \). If this element \( x \) has degree \( (s, t) = (0, r) \), the spectral sequence for \( X^{hH} \) will be isomorphic to the spectral sequence for \( \Sigma^r E^{hH} \). To contrast with Remark 4.2, in this case, the assumptions on \( X \) give an identification of the \( E_2 \)-pages of the HFPS and HOSS. This identification of \( E_2 \)-pages together with the identification of differentials in the TSS allows us to relate them to the HFPS and HOSS for \( E \land H \).

**Corollary 4.11.** Let \( H \) be a subgroup of \( G \). There are integers \( k_H^D \) and \( k_H^I \) so that the TSSs, HFPSs and HOSSs for \( DE \land H \) and \( IE \land H \) are isomorphic to the corresponding spectral sequences for \( \Sigma^{k_H^D} E \land H \) and \( \Sigma^{k_H^I} E \land H \), respectively. Further, \( DE^{hH} \simeq \Sigma^{k_H^D} E^{hH} \) and \( IE^{hH} \simeq \Sigma^{k_H^I} E^{hH} \), hence \( DE^{hH}, IE^{hH} \in \text{Pic}(E^{hH}) \).

**Proof.** Let \( X = DE \) or \( IE \). Strickland [Str00] shows that \( \pi_\ast IE \cong \Sigma^{-n} E_\ast \langle \text{det} \rangle \) and \( \pi_\ast DE \cong \Sigma^n E_\ast \) as \( G-E_\ast \)-modules. (See (4.1) for a description of the Morava module \( E_\ast \langle \text{det} \rangle \).) Further, we show below in Lemma 4.17 that \( \Sigma^{-n} E_\ast \langle \text{det} \rangle \) is isomorphic to a shift of \( E_\ast \) as a \( G \)-module. Therefore, \( X \) satisfies the conditions of Proposition 4.8, and the claim for the spectral sequences follows. Let \( r = k_H^D \) for \( DE^{hH} \) or \( r = k_H^I \) for \( IE^{hH} \) be the appropriate shift (as in Remark 4.10).

The construction of the HFPS for \( X \) is compatible with the \( E^{hH} \)-module structures. This implies that the abutment of the spectral sequence for \( X^{hH} \) is isomorphic to \( \pi_\ast \Sigma^r E^{hH} \) as \( \pi_\ast E^{hH} \)-module. From this, we conclude that the unit of \( E^{hH} \) induces an equivalence \( \Sigma^r E^{hH} \cong X^{hH} \), as claimed. \( \square \)

We now prove the first part of Theorem 1.1, which is illustrated in Figure 2 and Figure 3.

**Theorem 4.12.** For \( p \geq 3, n = p - 1 \), and \( C_p \) a finite \( p \)-torsion subgroup of \( G \), there is an equivalence \( \text{IE}^{hC_p} \cong \Sigma^n E^{hC_p} \).

**Proof.** By Corollary 4.11, the spectral sequence for \( \text{IE}^{hC_p} \) is isomorphic to a shift of the spectral sequence for \( E^{hC_p} \). Note that, since \( \mathbb{Z}_p^n \) contains no \( p \)-torsion, \( C_p \) is in the kernel of \( \text{det}: G_n \rightarrow \mathbb{Z}_p^n \), so that \( \pi_\ast \text{IE} \cong \pi_\ast \Sigma^{-n} E \) as \( C_p-E_\ast \)-modules, thus
\[
H^*(C_p, \pi_\ast \Sigma^n \text{IE}) \cong H^*(C_p, \pi_\ast E).
\]
We will show that the differentials for the spectral sequence of $\Sigma^n \IE^{hC_p}$ are the same as those for the spectral sequence for $\Sigma^n p \IE^{hC_p}$. The claim will then follow from Corollary 4.11, noting that $np - n = n^2$.

By Remark 4.10, it suffices to locate a $d_{2n+1}$ cycle on the zero line of the HFPSS to determine the shift. Via the correspondence of Proposition 4.1, we have an isomorphism

$$D_{Q/\IZ} (\hat{H}^*(C_p, \IE)) \cong \hat{H}^{n-(s+1)}(C_p, \pi_{2n-1} \Sigma^n \IE),$$

which extends to an isomorphism of spectral sequences. The class $\varepsilon = ab^{n-1} \delta^{n+1}$ in $H^{n-1}(C_p, \IE[np-np])$ is a $d_{2n+1}$–cycle which supports a $d_{2n+1}$–differential. Therefore, $\varepsilon^* = D_{Q/\IZ}(\varepsilon)$ is a class in $\hat{H}^0(C_p, \pi_{np} \Sigma^n \IE)$, which is a $d_{2n+1}$–cycle. This proves the claim. \hfill \Box

Next, we turn to the groups $F$ and $G$ defined in (1.2) and (1.3), respectively. The group $F \cong C_p \times C_n$ is a subgroup of $S_n$, which is not in the kernel of the determinant. Therefore, since $\pi_\ast \Sigma^n \IE \cong E_\ast(\det)$ we must study $E_\ast(\det) = E_\ast \otimes_{\IZ} \IZ_p(\det)$ as an $F$–module. We will prove the following result.

**Proposition 4.13.** Let $k = -\frac{n}{2}(n-2)$. As $F$–$E_\ast$–modules, $\pi_\ast \Sigma^n \IE \cong \pi_\ast \Sigma^{2p} E_\ast$.

In general, for $g \in G$ and $x \in E_\ast$, we write

$$\hat{g}(x) = g(x) \det(g)$$

for the action of $g$ on $E_\ast(\det)$. Let $\omega \in \IE$ be a primitive $p^\ast - 1$–root of unity. Viewing $\IE^\times$ as a subgroup of $S_n$, $F$ is generated by $\zeta \in C_p$ and $\tau = \omega^{p^{n-1}}$. We write $\eta = \omega^{\frac{p^{n-1}}{n-2}}$ when viewing $\IE \subseteq E_0$. Then $\epsilon = \eta^n$ is a generator of the $n$–torsion in $\IE_p \subseteq E_0$. Further,

$$\det(\omega) = \prod_{r=0}^{n-1} \omega^{p^r} = \epsilon,$$

so it follows that

$$\det(\tau) = \epsilon^{\frac{p^{n-1}}{n-2}} = \eta^{\frac{n-1}{n-2}}.$$

Using the fact that $\det(\zeta) = 1$, we collect these observations in the following lemma.

**Lemma 4.14.** For $x \in E_\ast(\det)$, the action of $F$ on $x$ is determined by

$$\hat{\zeta}(x) = \zeta(x)$$

$$\hat{\tau}(x) = \tau(x) \eta^{\frac{p^{n-1}}{n-2}}.$$

**Remark 4.15.** If $p = 3$, then $\frac{p^{n-1}}{n-2} = 2$ and $\epsilon^2 = 1$. So, in this case (but not more generally) $F$ in fact is in the kernel of the determinant.

It is shown in [Hea15, Lemma 5.3] that $\tau(\delta) = \eta^{-p} \delta$. We use this to prove the following result.

**Lemma 4.16.** The class $\delta^k \in E_\ast(\det)$, where $k = -\frac{n}{2}(n-2)$, is invariant under the action of $F$.

**Proof.** Since $\delta$ is invariant under the action of $C_p$, it is sufficient to check that $\hat{\tau}(\delta^k) = \delta^k$. We have

$$\hat{\tau}(\delta^k) = \eta^{\frac{n-1}{n-2} k}.$$
Figure 2. The Tate spectral sequence \( \hat{H}^*(C_p, \pi_t E) \Rightarrow \pi_{t-s} E^{tC_p} \) for \( p = 5 \). A \( \bullet \) denotes a copy of \( \mathbb{F}_{p^n} \). The \( d_{2n+1} \) differentials are in gray and the \( d_{2n^2+1} \) are in black. See also Figure 4.

Since \( \eta^{n^2} \equiv 1 \), we must show that \( \frac{n}{2}(n-2)p + \frac{n^{n-1}}{n} \equiv 0 \) modulo \( (n^2) \). However, modulo \( (n^2) \),

\[
\frac{p^n - 1}{n} = \frac{(n+1)^n - 1}{(n+1) - 1} = \sum_{i=0}^{n-1} (n+1)^i \equiv \sum_{i=0}^{n-1} (in + 1) = \frac{n \cdot n(n-1)}{2} + n.
\]
Figure 3. The Tate spectral sequence \( \hat{H}^s(C_p, \pi_t \Sigma^n \text{IE}) \Rightarrow \pi_{t-s}(\Sigma^n \text{IE})^{tC_p} \) for \( p = 5 \). A • denotes a copy of \( \mathbb{F}_p^n \). The \( d_{2n+1} \) differentials are in gray and the \( d_{2n^2+1} \) are in black. See also Figure 4.

Therefore,
\[
\frac{n}{2} (n - 2)p + \frac{p^n - 1}{n} = \frac{n}{2} (n - 2)p + \frac{n \cdot n(n - 1)}{2} + n
\]
\[
= \frac{n \cdot n(n - 1)}{2} + \frac{n \cdot n(n - 1)}{2} \equiv 0 \mod (n^2). \quad \square
\]
Figure 4. Closeup views of the Tate spectral sequences of Figure 2 (top) and Figure 3 (bottom).

Lemma 4.17. Let $k = -\frac{n}{2}(n - 2)$. The map $\phi: \Sigma^{2^k}E_* \to E_*(\det)$ defined by $\phi(x) = x\delta^k$ is an isomorphism of $E_*$–$F$–modules.

Proof. Since $\delta$ is a unit in $E_*$, this is an isomorphism of $E_*$–modules. Further, $\delta$ is fixed by the action of $C_p$ and, since $C_p$ is in the kernel of the determinant, $\phi$ is an isomorphism of $C_p$–modules. So, it suffices to check that $\phi$ is equivariant under the action of $\tau$.

However,

$$\hat{\tau}(\phi(x)) = \hat{\tau}(x\delta^k)$$
$$= \tau(x\delta^k)\det(\tau)$$
$$= \tau(x)\tau(\delta^k)\det(\tau)$$
$$= \tau(x)\hat{\tau}(\delta^k).$$

By Lemma 4.16, $\hat{\tau}(\delta^k) = \delta^k$. So, we can conclude that

$$\hat{\tau}(\phi(x)) = \tau(x)\delta^k = \phi(\tau(x)),$$
Proposition 4.13 is then a direct consequence of Lemma 4.17. We can now prove the second part of Theorem 1.1, which is illustrated in Figure 5.

**Theorem 4.18.** For \( p \geq 3 \), \( n = p - 1 \), and \( H \) the subgroup \( G \) or \( F \) of \( G \) as defined in (1.3), there is an equivalence \( I(E^{hH}) \cong \Sigma^{np^2+n^2}E^{hH} \).

**Proof.** The claim for \( G \) follows from that for \( F \) by taking Galois invariants (see [BG, Section 1.4] for details on the passage to Galois fixed points). Again, let \( k = -\frac{n}{2}(n-2) \). By Proposition 4.13,

\[
H^s(F, \pi_n \Sigma^n \text{IE}) \cong H^s(F, \pi_n \Sigma^{2pk} \text{E})
\]

Further, from the \( 2pn^2 \)-periodicity of \( H^s(F, \pi_t \text{E}) \) with respect to \( t \), it follows that the \( E_2 \)-term for \( \Sigma^n \text{IE}^{hF} \) is isomorphic to that for \( \Sigma^{2pn^2+2pk} \text{E}^{hF} = \Sigma^{2np+n^2} \text{E}^{hF} \). We prove that these spectral sequences have the same differentials. The result then follows by Corollary 4.11.

Again, it suffices to locate a \( d_{2n+1} \)-cycle on the zero line of the TSS for \( \Sigma^n \text{IE}^{hF} \). From Proposition 4.1, there is an isomorphism

\[
D_{Q/\mathbb{Z}}(\hat{H}^s(F, E_t)) \cong \hat{H}^{n-(s+1)}(F, \pi_{2n-1} \Sigma^n \text{IE}),
\]

which extends to an isomorphism of spectral sequences. The class \( \varepsilon = \alpha \beta \frac{n}{2} - 1 \Delta^{-1} \) in \( H^{n-1}(F, E_{2n-2np-n^2p}) \) is a \( d_{2n+1} \)-cycle which supports a \( d_{2n+1} \)-differential. Therefore, \( \varepsilon^* = D_{Q/\mathbb{Z}}(\varepsilon) \) is a class in \( \hat{H}^0(F, \pi_{2np+n^2} \Sigma^n \text{IE}) \), which is a \( d_{2n+1} \)-cycle. Noting that \( 2np + n^2p - n = np^2 + n^2 \) proves the claim. \( \square \)
Figure 5. The Tate spectral sequences $\tilde{H}^s(F, \pi_t E) \Rightarrow \pi_{t-s} E^{tF}$ (top) and $\tilde{H}^s(F, \pi_t \Sigma^n IE) \Rightarrow \pi_{t-s} (\Sigma^n IE)^{tF}$ (bottom), for $p = 5$. A $\bullet$ denotes a copy of $F_p^n$. 
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