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Abstract This paper presents measurements of the \( W^+ \rightarrow \mu^+\nu \) and \( W^- \rightarrow \mu^-\nu \) cross-sections and the associated charge asymmetry as a function of the absolute pseudorapidity of the decay muon. The data were collected in proton–proton collisions at a centre-of-mass energy of 8 TeV with the ATLAS experiment at the LHC and correspond to a total integrated luminosity of 20 \( fb^{-1} \). The precision of the cross-section measurements varies between 0.8 and 1.5\% as a function of the pseudorapidity, excluding the 1.9\% uncertainty on the integrated luminosity. The charge asymmetry is measured with an uncertainty between 0.002 and 0.003. The results are compared with predictions based on next-to-next-to-leading-order calculations with various parton distribution functions (PDFs) \(^1\), because the PDFs of \( u \) and \( d \) quarks in the proton differ (largely due to there being two valence \( u \) quarks and one valence \( d \) quark), there is a production asymmetry between \( W^+ \) and \( W^- \) bosons (referred to in this paper as the \( W \) boson charge asymmetry), which also varies as a function of rapidity. The \( W \) boson rapidity cannot be determined unambiguously in leptonic decays of the \( W \) boson because the decay neutrino passes through the detector unobserved. The charge asymmetry can instead be measured as a function of the decay lepton’s pseudorapidity \( \eta_{\ell} \), which is strongly correlated with the \( W \) boson rapidity.

The \( W \) boson charge asymmetry was measured in proton–antiproton collisions by the CDF and D0 collaborations \(^8\–10\). It was also measured, along with the individual cross-sections, in proton–proton collisions at the LHC by the ATLAS Collaboration at centre-of-mass energies of \( \sqrt{s} = 5 \) TeV \(^11\) and 7 TeV \(^2\), by the CMS Collaboration at \( \sqrt{s} = 7 \) and 8 TeV \(^12\–14\), and by the LHCb Collaboration at \( \sqrt{s} = 7 \) and 8 TeV \(^15\–17\). This paper presents measurements of the integrated fiducial cross-sections for \( W^+ \rightarrow \mu^+\nu \) and \( W^- \rightarrow \mu^-\bar{\nu} \), as well as the differential cross-sections, \( d\sigma_{W^+}/d\eta_{\mu} \) and \( d\sigma_{W^-}/d\eta_{\mu} \), as a function of \( |\eta_{\mu}| \), where \( \eta_{\mu} \) is the pseudorapidity of the decay muon. The data used were collected in proton–proton collisions at a centre-of-mass energy of \( \sqrt{s} = 8 \) TeV with the ATLAS experiment at the LHC and correspond to a total integrated luminosity of 20.2 \( fb^{-1} \) \(^18\). The muon decay channel \( (W \rightarrow \mu\nu) \) is particularly well suited for this measurement due to good lepton identification and small contributions from background processes. In addition, a measurement of the \( W \) boson charge asymmetry \( A_{\mu} \) is presented, also as a function of \( |\eta_{\mu}| \). The asymmetry is defined

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector and the \( z \)-axis coinciding with the axis of the beam pipe. The \( x \)-axis points from the interaction point to the centre of the LHC ring, and the \( y \)-axis points upward. Polar coordinates \( (r, \phi) \) are used in the transverse plane, \( \phi \) being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle \( \theta \) as \( \eta = -\ln \tan(\theta/2) \). The rapidity \( y \) of a system is defined in terms of its energy \( E \) and its longitudinal momentum \( p_z \) as \( y = (1/2) \ln[(E+p_z)/(E-p_z)] \). Angular separations between particles or reconstructed objects are measured in \( \eta-\phi \) space using \( \Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} \).

\(^{1}\)e-mail: atlas.publications@cern.ch
in terms of the $W^+$ and $W^-$ differential cross-sections as

$$A_\mu = \frac{d\sigma_{W^+} / d\eta_\mu - d\sigma_{W^-} / d\eta_\mu}{d\sigma_{W^+} / d\eta_\mu + d\sigma_{W^-} / d\eta_\mu}. \quad (1)$$

The measurements are performed in a fiducial phase space, which is defined by the kinematics and geometrical acceptance of the muon. All measurements are compared with predictions from a calculation performed at NNLO accuracy using the DYNNLO program [19]. The DYNNLO predictions are produced with six different PDF sets.

2 The ATLAS detector

The ATLAS detector [20] at the LHC covers nearly the entire solid angle around the collision point. It consists of an inner tracking detector (ID) surrounded by a thin superconducting solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer (MS) incorporating three large superconducting toroid magnets. The ID is immersed in a 2 T axial magnetic field and provides charged-particle tracking in the range $|\eta| < 2.5$. A high-granularity silicon pixel detector typically provides three measurements per track and is followed by a silicon microstrip tracker, which usually provides four three-dimensional measurement points per track. These silicon detectors are complemented by a transition radiation tracker, which enables radially extended track reconstruction up to $|\eta| = 2.0$.

The calorimeter system covers the pseudorapidity range $|\eta| < 4.9$. Electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr) sampling calorimeters in the $|\eta| < 3.2$ region. A thin LAr presampler, covering $|\eta| < 1.8$, corrects for energy loss in the material upstream of the calorimeters. Hadronic calorimetry is provided in the $|\eta| < 1.7$ region by the steel/scintillator tile calorimeter, segmented into three barrel structures, and in the endcap region by two copper/LAr calorimeters. The forward regions $3.1 < |\eta| < 4.9$ are covered by copper/LAr and tungsten/LAr calorimeter modules optimised for electromagnetic and hadronic measurements, respectively.

The MS has separate trigger and precision tracking chambers measuring the deflection of muons in a magnetic field generated by superconducting air-core toroids. The precision chamber system covers the region $|\eta| < 2.7$ with three layers of monitored drift tubes, complemented by cathode-strip chambers in the forward regions $2.0 < |\eta| < 2.7$, where the background is highest. There is a transition between the barrel and endcap muon detectors around $|\eta| = 1.05$. The muon trigger system covers the range of $|\eta| < 2.4$ with resistive-plate chambers in the barrel and thin-gap chambers in the endcap regions.

A three-level trigger system [21,22] selected candidate events in 2012. The level-1 trigger was implemented in hardware and used a subset of detector information to reduce the event rate to a design value of at most 75 kHz. This was followed by two software-based trigger levels which together reduced the event rate to about 400 Hz.

3 Analysis methodology

3.1 Description of the measurements

The integrated cross-sections for $W^+ \to \mu^+\nu$ and $W^- \to \mu^-\bar{\nu}$ production are measured in a fiducial phase space defined at the particle level by requiring the muon transverse momentum $p_T^\mu$ to be greater than 25 GeV and the neutrino transverse momentum $p_T^\nu$ to be greater than 25 GeV. The absolute muon pseudorapidity is required to be less than 2.4. The $W$ boson transverse mass is

$$M_T = \sqrt{2 p_{T\mu} p_{T\nu} (1 - \cos (\phi^\mu - \phi^\nu))}, \quad (2)$$

where $\phi^\mu$ and $\phi^\nu$ are the azimuthal angles of the muon and neutrino, respectively. For this analysis, $M_T$ must be at least 40 GeV, both at reconstruction and particle level. The requirements on fiducial quantities are defined before the emission of final-state photon radiation (i.e. at the ‘Born level’).

The differential cross-sections and charge asymmetry are measured in the same fiducial phase space as for the integrated measurement. These are measured in 11 bins of absolute muon pseudorapidity between 0 and 2.4 with bin edges at 0, 0.21, 0.42, 0.63, 0.84, 1.05, 1.37, 1.52, 1.74, 1.95, 2.18, and 2.4. The bin edges are identical to those used in the ATLAS 7 TeV measurement [2].

3.2 Data and simulated event samples

The data for this analysis comprise the entire ATLAS $\sqrt{s} = 8$ TeV data set recorded between April and December 2012, corresponding to an integrated luminosity of 20.2 fb$^{-1}$. The average number of proton–proton interactions per bunch crossing $\langle \mu \rangle$ was 20.7. Only events recorded with stable beams and the detector operating well are selected. The relative uncertainty of the LHC proton beam energy of ±0.1% [23] has no significant effect on the results.

Events from Monte Carlo (MC) simulations, including simulation of the ATLAS detector, are used for the background estimation and to correct the measured data for detector acceptance, efficiency, and resolution effects.

The $W \to \mu\nu$ signal process was simulated using POWHEG-BOX [24,25] at next-to-leading order (NLO) in perturbative QCD using the CT10 set of PDFs [26] and interfaced to PYTHIA 8.170 [27] with the AU2 set of tuned
parameters [28] to simulate the parton shower, hadronisation, and underlying event and to PHOTOS [29] to simulate final-state photon radiation (FSR). This is referred to as POWHEG+PYTHIA8 in this paper. An alternative signal sample was simulated using NLO SHERPA 1.4 [30] and the CT10 PDF set to cross-check the results obtained using POWHEG+PYTHIA8 and to evaluate systematic uncertainties in the signal modelling.

POWHEG+PYTHIA8 with the CT10 PDF set was used to simulate the background processes $W \rightarrow \tau \nu$ and $Z \rightarrow \mu \mu$ (with the AU2 tune set) and POWHEG+PYTHIA6 [31, 32] also with the CT10 PDF set was used to simulate the $t \bar{t}$ process (with the P2011C tune set [33]). The $Z \rightarrow \tau \tau$ process was simulated using ALPGEN [34] with the CTEQ6L1 PDF set [35] interfaced to Herwig [36] to simulate the parton shower and JIMMY [37] to model the underlying event. The single-top process in the $s$-channel and $Wt$-channels was simulated using MC@NLO [38] interfaced to JIMMY. The $t$-channel was generated with ACERMC [39] interfaced to PYTHIA. The backgrounds from the diboson processes $WW$, $WZ$, and $ZZ$ were simulated using Herwig at leading order with the CTEQ6L1 PDF set. In all cases, the GEANT4 [40] program was used to simulate the passage of particles through the ATLAS detector [41]. The multijet background is estimated using a data-driven technique, described in Sect. 3.4. A $b \bar{b} \rightarrow \mu X$ MC sample, simulated using PYTHIA8 with the AU2 tune set, is used to cross-check the data-driven estimation.

Differences in reconstruction, trigger, and isolation efficiencies for muons between MC simulations and data are evaluated using a tag-and-probe method [42] and are corrected by reweighting the MC simulated events. The muon reconstruction efficiencies are characterised versus $\eta$ and $\phi$, the muon isolation efficiencies versus $\eta$ and the transverse momentum $p_T$, and the muon trigger efficiencies versus $\eta$, $\phi$, and $p_T$. The reconstruction, trigger, and isolation efficiencies are evaluated separately for positive and negative muons. This separate evaluation is particularly necessary in the case of the trigger efficiencies, which differ by up to 3% (depending on $\eta$) between positive and negative muons, much greater than the total uncertainty in the cross-section from other sources. Corrections are also applied to MC events for the description of the muon momentum scales and resolution, which are determined from fits to the observed mass distributions of $Z \rightarrow \mu \mu$ candidates in data and MC simulations [42]. To correct for charge-dependent biases of the muon momentum scale due to residual misalignments in the ID and MS, an additional momentum-dependent correction parameterised versus $\eta$ and $\phi$ is applied. An associated uncertainty corresponding to the full size of the correction is included.

All simulated samples are normalised using their respective inclusive cross-sections at higher orders in perturbative QCD. The $W$ and $Z$ predictions are scaled to the NNLO calculation obtained with DYNHLO v1.5 [19, 43] and the MSTW2008 PDF set [44]. The production of top quarks is normalised using the prediction at NNLO+NNLL precision from the Top++v2.0 program for $t \bar{t}$ [45–51], to the calculations in Refs. [52–54] for single top quarks, and for diboson production to the NLO calculations following the procedure described in Ref. [55].

The effect of multiple interactions per bunch crossing (pile-up) is simulated by overlaying minimum-bias MC events generated with PYTHIA8 (with the A2 tune set) [41]. The simulated event samples are reweighted to describe the distribution of the number of pile-up events in the data. The MC simulations are also reweighted to better describe the distribution of the longitudinal position of the primary proton–proton collision vertex [56] in data.

### 3.3 Event selection

Candidate $W \rightarrow \mu \nu$ events are selected with the requirement that at least one of two single-muon triggers are satisfied. A high-threshold trigger requires muons to have $p_T > 36$ GeV, whilst a low-threshold trigger requires $p_T > 24$ GeV alongside the requirement that the muon must be isolated from additional nearby tracks.

Muons candidates are reconstructed by combining tracks measured in both the ID and the MS [42]. The $p_T$ of the ID track is required to be greater than 25 GeV and the absolute pseudorapidity to be less than 2.4. Track quality requirements are imposed for muon identification and background suppression. The transverse impact parameter significance is required to be less than 3 to ensure that the muon candidates originate from a primary proton–proton interaction vertex. The muon candidates are also required to be isolated, satisfying $I_\mu < 0.1$, where $I_\mu$ is the scalar sum of the $p_T$ of tracks within a cone of size $\Delta R = 0.4$ around the muon (excluding the muon track) divided by the $p_T$ of the muon. Events are required to contain exactly one muon candidate satisfying the above criteria.

To reduce background contamination, in particular from multijet processes, events are required to have missing transverse momentum $E_T^{\text{miss}}$ greater than 25 GeV. The $E_T^{\text{miss}}$ is reconstructed using energy depositions in the calorimeters and tracks reconstructed in the inner detector and muon spectrometer [57]. It is defined as the absolute value of the negative of the vectorial sum of the transverse momenta of reconstructed objects (e.g. electrons, muons, jets) and tracks not associated with these objects. These are labelled the hard and soft terms, respectively.

The $W$ boson transverse mass $m_T$ is required to be larger than 40 GeV. This variable is defined analogously to Eq. (2) with $p_T^{\text{miss}}$ replaced by $E_T^{\text{miss}}$ and $\phi^\ast$ replaced by the azimuthal angle related to the $E_T^{\text{miss}}$. 

\[ m_T = \sqrt{p_T^{\text{miss}} + E_T^{\text{miss}} + 2E_T^{\text{miss}}p_T^{\text{miss}} \cos\phi} \]
3.4 Estimation of backgrounds

The backgrounds from all sources other than multijet processes are estimated using the MC samples detailed in Sect. 3.2. The $Z \rightarrow \mu \mu$ process with one of the muons not identified contributes between 1% and 8% of selected data events, depending on the value of $|\eta_{\mu}|$. This is the largest background for $|\eta_{\mu}| \lesssim 1.4$. The contribution from $W \rightarrow \tau \nu$ where the $\tau$-lepton decays into a muon is 2% of the selected data events and approximately constant as a function of $|\eta_{\mu}|$. The backgrounds from $Z \rightarrow \tau \tau$, $t\bar{t}$, and the diboson processes $WW$, $WZ$, and $ZZ$ each amount to less than 0.3% of the selected data.

Multijet processes contribute between 2% and 4% of the selected data and are the largest sources of background for $|\eta_{\mu}| \lesssim 1.4$. The number and properties of the background events arising from multijet processes are estimated using a data-driven template-fit technique, similar to that used in Ref. [58]. A multijet-dominated sample is obtained from data by selecting events passing the nominal selection except that the muon fails the isolation criterion. For this purpose, events satisfying a trigger without an isolation requirement are used. Multijet templates are constructed from this sample, in a series of mutually exclusive slices in muon isolation, for each distribution of interest. The residual contribution from signal and other background sources, estimated from MC simulations, is subtracted. The normalisations of the multijet templates in the signal region are obtained by fitting the templates to data in three discriminating variables: $E_T^{\text{miss}}, m_T$, and the ratio $p_T^\mu/m_T$. The fits are performed in two phase-space regions (fitting regions) in which the selections on $E_T^{\text{miss}}$ and $m_T$ are relaxed in order to enrich the multijet background contribution. A requirement that the $W$ transverse momentum be less than 30 GeV is introduced in one fitting region to remove a region poorly modelled by signal MC simulations. The normalisation of the multijet template is allowed to float in each of the fits and the total MC-based signal plus background is kept constant. The multijet normalisation in the signal selection is extracted using each discriminating variable in both fitting regions (a total of six estimates). It is assumed that the normalisations of the templates in the fitting regions are the same as for the signal selection. The fits described above are performed for each muon-isolation slice (i.e. six fits per slice). The normalisation estimate extracted in each muon-isolation slice (for a particular discriminating variable and fitting region) is used to linearly extrapolate to an isolation value of 0.05, which is the average isolation of multijet events in the signal region as estimated using the $b\bar{b} \rightarrow \mu X$ MC simulation.

The central value of the multijet background is chosen to be the average of the extrapolated curves at $I_\mu = 0.05$, and the spread gives one component of the systematic uncertainty, which is estimated to be bin-to-bin correlated and 50% charge correlated. This uncertainty component includes the effects from the choice of the discriminating variable and the definition of the fitting regions. Another component arises from the effect of the cross-section uncertainty on the signal simulation contribution in the fitting regions ($\pm 5\%$). The fit is repeated varying this and the deviation from the nominal normalisation is taken as an uncertainty, which is again treated as being charge and bin-to-bin correlated. The fit also has a statistical uncertainty, which is treated as being uncorrelated between charges and bins. This is largely due to the limited number of data events for the multijet templates passing the signal selection in each muon-isolation slice. The size of the multijet systematic uncertainty is reported in Sect. 4.

A summary of the most important backgrounds including systematic uncertainties is given in Table 1.

Table 1 The number of data events after event selection for $W^+ \rightarrow \mu^+ \nu$ and $W^- \rightarrow \mu^- \bar{\nu}$ and the percentage of selected data that each of the three major backgrounds constitutes.

<table>
<thead>
<tr>
<th>Number of events</th>
<th>$W^+ \rightarrow \mu^+ \nu$</th>
<th>$W^- \rightarrow \mu^- \bar{\nu}$</th>
<th>Percentage of data</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 390 184</td>
<td>34 877 365</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multijet</td>
<td>2.4 ± 0.3</td>
<td>3.1 ± 0.3</td>
<td>1.0 ± 0.1</td>
</tr>
<tr>
<td>$W \rightarrow \tau \nu$</td>
<td>1.9 ± 0.1</td>
<td>2.0 ± 0.1</td>
<td></td>
</tr>
<tr>
<td>$Z \rightarrow \mu \mu$</td>
<td>3.1 ± 0.2</td>
<td>4.0 ± 0.2</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>0.62 ± 0.02</td>
<td>0.82 ± 0.03</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1 shows the muon $p_T$, muon $p_T$, and $W$ transverse mass distributions of selected events with positive muons (left) and with negative muons (right). The data are compared with the sum of MC and data-based estimates for the signal and the backgrounds. The predictions are normalised to the luminosity of the data, after first normalising each MC cross-section to a corresponding higher-order prediction. A normalisation shift between data and MC simulations of approximately 1% is observed for the positive muon plots. This is covered by the uncertainty in the MC signal prediction due to the cross-section uncertainty. Otherwise, the combined prediction describes the data well and within the uncertainties.

3.5 Obtaining the fiducial cross-sections

The fiducial $W^\pm$ differential cross-sections in bin $i$ of pseudorapidity (d$\sigma_{W^\pm}$/d$\eta_{\mu}$)$_i$ are obtained from

$$
\left( \frac{d\sigma_{W^\pm}}{d\eta_{\mu}} \right)_i = \frac{N_{\text{data},i} - N_{\text{bkg},i}}{\Delta\eta_i \cdot C_{W^\pm,i} \cdot \int E d\tau},
$$

where $N_{\text{data},i}$ is the number of data events in bin $i$, $N_{\text{bkg},i}$ is the number of background events, $\Delta\eta_i$ is the bin width in pseudorapidity, and $C_{W^\pm,i}$ is the normalisation factor for the MC prediction in bin $i$. The uncertainty on this ratio is then taken as the uncertainty on the normalisation factor $C_{W^\pm,i}$, which is estimated to be bin-to-bin correlated and 50%.
where \( N_{\text{data},i} \) is the number of selected candidate events in data, \( N_{\text{bkg},i} \) is the number of background events estimated using the methods described in Sect. 3.4, \( \Delta \eta_i \) is the width of bin \( i \), and \( \int \mathcal{L} dt \) is the integrated luminosity. The results are provided as a function of absolute pseudorapidity, where \( \Delta |\eta| = 2 \cdot \Delta \eta_i \). The term \( C_{W^\pm,i} \) is a factor (different for
positive and negative channels) which corrects for the various detector inefficiencies and resolution effects. This is estimated using $W \to \mu \nu$ signal MC simulations and defined for each bin $i$ as the number of reconstructed events satisfying the same selection criteria as data divided by the number of generated events in the fiducial phase space. The charge asymmetry is then evaluated in each absolute pseudorapidity bin using Eq. (1). A bin-by-bin correction method is used as the purity of each bin is 99% or larger, where the bin purity is defined as the ratio of events generated and reconstructed in a certain bin to all events reconstructed in that bin (where all events are in the generator-level fiducial phase space).

The integrated fiducial cross-sections ($\sigma_{W^{\pm}}$) are obtained using one global correction factor, $C_{W^{\pm}}$, (i.e. the total number of reconstructed events satisfying the same selection criteria as data divided by the total number of generated events in the integrated fiducial phase space). The values are also obtained by summing the differential cross-sections as a function of $|\eta_\mu|$, and the results are consistent. Table 2 lists the $C_{W^{\pm}}$ values with their associated systematic uncertainties as a function of $|\eta_\mu|$ and gives the integrated global correction factor $C_{W^{\pm}}$, each for $W^+$ and $W^-$.  

### Table 2

| $|\eta_\mu|$ | $W^+ \to \mu^+ \nu$ | $W^+ \to \mu^+ \nu$ |
|-------------|----------------|----------------|
| 0.00–0.21   | $0.508 \pm 0.004$ | $0.505 \pm 0.004$ |
| 0.21–0.42   | $0.684 \pm 0.004$ | $0.679 \pm 0.004$ |
| 0.42–0.63   | $0.702 \pm 0.005$ | $0.702 \pm 0.005$ |
| 0.63–0.84   | $0.611 \pm 0.004$ | $0.613 \pm 0.005$ |
| 0.84–1.05   | $0.603 \pm 0.004$ | $0.601 \pm 0.005$ |
| 1.05–1.37   | $0.795 \pm 0.006$ | $0.796 \pm 0.007$ |
| 1.37–1.52   | $0.848 \pm 0.008$ | $0.845 \pm 0.007$ |
| 1.52–1.74   | $0.861 \pm 0.009$ | $0.856 \pm 0.007$ |
| 1.74–1.95   | $0.856 \pm 0.009$ | $0.855 \pm 0.008$ |
| 1.95–2.18   | $0.792 \pm 0.008$ | $0.794 \pm 0.009$ |
| 2.18–2.40   | $0.802 \pm 0.008$ | $0.812 \pm 0.011$ |
| Integrated  | $0.736 \pm 0.003$ | $0.727 \pm 0.003$ |

### 4 Systematic uncertainties

This section describes the sources of systematic uncertainty considered for the cross-section and the asymmetry measurements. The size of these uncertainties as a function of $|\eta_\mu|$ is provided in Figs. 2 and 3. The data statistical uncertainties are also shown and are small compared with the total systematic uncertainty. Table 3 lists the $W^+ \to \mu^+ \nu$ and $W^- \to \mu^- \bar{\nu}$ cross-sections and the asymmetry as a function of the absolute pseudorapidity of the muon, along with the data statistical uncertainties and dominant systematic uncertainties. Most sources of systematic uncertainty, described below, are treated as being correlated between the positive and negative muon channels unless otherwise noted, and therefore their relative impact is reduced for the asymmetry measurement.

Experimental sources of uncertainty are possible mis-modelling of the muon momentum scale, resolution, or charge-dependent sagitta bias as well as of the reconstruction, trigger, and isolation efficiencies. Such uncertainties form a small but non-negligible fraction of the total uncertainty, 0.5% or less of the differential cross-section. A test is performed to check the compatibility of the cross-sections measured separately in positive and negative muon pseudorapidity; this is an important cross-check of the correction procedure as the detector is not forward-backward symmetric with respect to the trajectory of a charged particle. A further small uncertainty (up to 0.4% depending on the $|\eta_\mu|$ bin) is added to cover the small differences observed. This uncertainty is treated as being uncorrelated between charges and propagated to the asymmetry measurement. The above uncertainties are combined in the column labelled ‘Muon’.
Reconstruction’ in Table 3. Additional sources of uncertainty are the mis-modelling of the pile-up event activity and of the primary vertex longitudinal position, both of which are small.

Uncertainties from the mis-modelling of the missing transverse momentum also contribute substantially to the total systematic uncertainty in the cross-section, although they are reduced for the asymmetry measurements. These include mis-modelling in the jet energy scale and resolution, as well as of the momentum balance between the soft term and the total transverse momentum of the hard objects in $Z \rightarrow \mu\mu$ calibration events [57]. The muon-related uncertainties in the missing transverse momentum are treated as being fully correlated with those of the signal muon and are part of the muon systematic uncertainties. The sum of all soft-term uncertainties is the largest or second largest contributor (depending on the $|\eta_\mu|$ bin) to the total uncertainty in the differential cross-sections but is significantly less important for the asymmetry measurement. The hard-term uncertainties are small for both the cross-section and asymmetry measurements. The soft-term and hard-term uncertainties are assumed to be uncorrelated with each other.

Uncertainties due to the mis-modelling of the background processes are also considered. For the backgrounds modelled with MC simulations, these are estimated by varying their normalisation within theoretical uncertainties and observing the effect on the final measurements. The cross-section uncertainty for the $Z \rightarrow \mu\mu$ process and the $W \rightarrow \tau\nu$ process is 5% [59]. The cross-section uncertainty for $t\bar{t}$ production is 6% [45–51], and for single top production 7% [52–54]. The cross-section uncertainty for diboson production is 5% for $WW$ and $ZZ$ production and 7% for $WZ$ production [55].

As mentioned in Sect. 3.4, there are three components of the uncertainty in the multijet background normalisation. The two correlated uncertainties are larger for the cross-section measurements (totalling around 0.5%), whilst the effect of the statistical component is larger for the asymmetry measurement.

The statistical uncertainty due to the limited number of MC events for the other backgrounds and for the signal process is small for the cross-section measurement (less than 0.2%) but becomes significant for the asymmetry measurement (around one third of the total uncertainty), as it is completely uncorrelated between positive and negative channels.

Theoretical sources of uncertainty arise from the choice of PDF interfaced to the POWHEG+PYTHIA8 signal MC simulations (the CT10 PDF set). This uncertainty is estimated by reweighting the POWHEG+PYTHIA8 events to the nominal values of the CT14 [1] and MSTW2008nlo68cl [44] PDF sets using the LHAPDF interface [60], taking the difference to the nominal values and adding in quadrature. The PDF uncertainty is small for both the fiducial cross-section and asymmetry measurements.

The alternative SHERPA signal sample is used to estimate an uncertainty from POWHEG+PYTHIA8 related to the modelling of the matrix elements that impact kinematics, as well as the underlying event activity and hadronisation (which affects the $E_T\text{miss}$ measurement). The difference between the dressed-level $C_W$ values obtained using the POWHEG+PYTHIA8 and SHERPA simulations is statistically significant and assigned as a systematic uncertainty. This is labelled as ‘Modelling’ in Table 3. The dressed-level is defined by combining the four-momentum of each muon after photon FSR with that of photons radiated within a cone defined by $\Delta R = 0.1$ around the muon. This is one of the largest systematic uncertainties for both the cross-section (up to 1% at large $|\eta_\mu|$) and the asymmetry measurements. The uncertainty in the luminosity is 1.9% [18]. For the asymmetry, the uncertainty in the luminosity only affects the asymmetry measurement through negligible effects in the background estimation, and it is therefore considered fully correlated between the $W^+$ and $W^-$ samples.

5 Theoretical predictions

The $W^+$ and $W^-$ integrated and differential cross-sections and the $W$ boson charge asymmetry are compared with theoretical predictions from an optimised version of the DYNNLO generator [19], which simulates initial-state QCD corrections to NNLO accuracy at leading order in the electroweak couplings with parameters set according to the $G_\mu$ scheme [61]. The input parameters (the Fermi constant $G_F$, the masses and widths of the $W$ and $Z$ bosons, and the CKM matrix elements) are taken from Ref. [62]. The DYNNLO predictions are calculated with the PDF sets from CT14 NNLO [1], ATLASepW2016 [2],
Table 3 Cross-sections (differential in $|\eta_{\mu}|$) and asymmetry, as a function of $|\eta_{\mu}|$. The central values are provided along with the statistical and dominant systematic uncertainties: the data statistical uncertainty (Data Stat.), the $E_{\text{T}}^{\text{miss}}$ uncertainty, the uncertainties related to muon reconstruction (Muon Reco.), those related to the background, those from MC statistics (MC Stat.), and modelling uncertainties. The uncertainties of the cross-sections are given in percent and those of the asymmetry as an absolute difference from the nominal.

| $|\eta_{\mu}|$ | $d\sigma_{W^+}/d\eta_{\mu}$ [pb] | $d\sigma_{W^-}/d\eta_{\mu}$ [pb] |
|---|---|---|
| 0.00–0.21 | 630.3 | 0.06 | 0.45 | 0.40 | 0.48 | 0.17 | 0.67 |
| 0.21–0.42 | 635.2 | 0.05 | 0.48 | 0.21 | 0.40 | 0.13 | 0.40 |
| 0.42–0.63 | 641.6 | 0.05 | 0.48 | 0.45 | 0.40 | 0.13 | 0.31 |
| 0.63–0.84 | 638.1 | 0.06 | 0.52 | 0.23 | 0.44 | 0.14 | 0.31 |
| 0.84–1.05 | 642.8 | 0.06 | 0.60 | 0.32 | 0.42 | 0.14 | 0.37 |
| 1.05–1.37 | 654.7 | 0.04 | 0.56 | 0.34 | 0.39 | 0.09 | 0.57 |
| 1.37–1.52 | 661.0 | 0.06 | 0.56 | 0.22 | 0.42 | 0.12 | 0.86 |
| 1.52–1.74 | 662.3 | 0.05 | 0.62 | 0.27 | 0.40 | 0.10 | 0.97 |
| 1.74–1.95 | 661.8 | 0.05 | 0.61 | 0.43 | 0.39 | 0.10 | 0.85 |
| 1.95–2.18 | 657.5 | 0.05 | 0.54 | 0.48 | 0.43 | 0.10 | 0.76 |
| 2.18–2.40 | 641.5 | 0.05 | 0.48 | 0.42 | 0.41 | 0.10 | 0.88 |
| 0.00–0.21 | 493.7 | 0.07 | 0.41 | 0.40 | 0.49 | 0.18 | 0.47 |
| 0.21–0.42 | 489.6 | 0.06 | 0.43 | 0.20 | 0.44 | 0.14 | 0.47 |
| 0.42–0.63 | 485.8 | 0.06 | 0.49 | 0.45 | 0.43 | 0.14 | 0.48 |
| 0.63–0.84 | 474.3 | 0.07 | 0.57 | 0.23 | 0.46 | 0.16 | 0.55 |
| 0.84–1.05 | 465.0 | 0.07 | 0.56 | 0.31 | 0.42 | 0.16 | 0.67 |
| 1.05–1.37 | 455.7 | 0.05 | 0.62 | 0.34 | 0.43 | 0.10 | 0.73 |
| 1.37–1.52 | 439.7 | 0.07 | 0.63 | 0.23 | 0.47 | 0.14 | 0.68 |
| 1.52–1.74 | 427.3 | 0.06 | 0.61 | 0.28 | 0.55 | 0.12 | 0.65 |
| 1.74–1.95 | 410.2 | 0.06 | 0.68 | 0.44 | 0.58 | 0.12 | 0.74 |
| 1.95–2.18 | 389.1 | 0.06 | 0.67 | 0.49 | 0.51 | 0.13 | 0.95 |
| 2.18–2.40 | 368.3 | 0.07 | 0.65 | 0.40 | 0.58 | 0.13 | 1.21 |

$A_{\mu}$ values:

| $|\eta_{\mu}|$ | Data stat. | $E_{\text{T}}^{\text{miss}}$ | Muon reco. | Background | MC stat. | Modelling |
|---|---|---|---|---|---|---|
| 0.00–0.21 | 0.1215 | 0.0004 | 0.0004 | 0.0003 | 0.0008 | 0.01012 | 0.0010 |
| 0.21–0.42 | 0.1294 | 0.0004 | 0.0003 | 0.00018 | 0.0008 | 0.0102 | 0.0002 |
| 0.42–0.63 | 0.1383 | 0.0004 | 0.00027 | 0.0008 | 0.0009 | 0.0008 |
| 0.63–0.84 | 0.1473 | 0.0004 | 0.0005 | 0.0009 | 0.0010 | 0.0012 |
| 0.84–1.05 | 0.1605 | 0.0004 | 0.0007 | 0.0016 | 0.0009 | 0.0011 | 0.0015 |
| 1.05–1.37 | 0.1792 | 0.0004 | 0.0004 | 0.0017 | 0.0009 | 0.0007 | 0.0008 |
| 1.37–1.52 | 0.2011 | 0.0004 | 0.0008 | 0.0005 | 0.0009 | 0.0009 | 0.0008 |
| 1.52–1.74 | 0.2156 | 0.0004 | 0.0006 | 0.0012 | 0.0015 | 0.0007 | 0.0015 |
| 1.74–1.95 | 0.2347 | 0.0004 | 0.0007 | 0.0023 | 0.0015 | 0.0007 | 0.0005 |
| 1.95–2.18 | 0.2565 | 0.0004 | 0.0008 | 0.0026 | 0.0010 | 0.0008 | 0.0009 |
| 2.18–2.40 | 0.2706 | 0.0004 | 0.0010 | 0.0005 | 0.0014 | 0.0008 | 0.0015 |

HERAPDF2.0 [3], NNPDF3.1 [4], PDF4LHC15 [5] and MMHT2014 NNLO [6]. The renormalisation and factorisation scales are set equal to the invariant mass of the muon–neutrino pair.

Uncertainties in the DYNNLO prediction due the choice of scales are evaluated by varying the factorisation and renormalisation scales independently by factors of 0.5 and 2 from their nominal values. The uncertainty on the CT14 NNLO prediction is evaluated using the corresponding PDF error sets.

### 6 Results

The measured integrated fiducial cross-sections multiplied by the branching fraction for the decay into a muon and a neutrino are listed in Table 4, along with the associated uncertainties which are dominated by the 1.9% uncertainty in the luminosity. Also provided is the sum of the $W^+ \to \mu^+ \nu$ and $W^- \to \mu^- \bar{\nu}$ integrated cross-sections and their ratio, the total uncertainties on which are 2.1% and 0.3% respectively. The data are compared with the NNLO predictions from DYNNLO, the total uncertainties on which are dom-
Table 4  The measured fiducial production cross-sections times branching ratio for $W^+ \rightarrow \mu^+ \nu$ and $W^- \rightarrow \mu^- \bar{\nu}$, their sum, and their ratio for both data and the predictions from DYNNLO (CT14 NNLO PDF set)

<table>
<thead>
<tr>
<th></th>
<th>Data</th>
<th>DYNNLO (CT14 NNLO PDF set)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma (W^+ \rightarrow \mu^+ \nu)$ [pb]</td>
<td>$\sigma (W^- \rightarrow \mu^- \bar{\nu})$ [pb]</td>
</tr>
<tr>
<td></td>
<td>$3110 \pm 0.5$ (stat.) $\pm 28$ (syst.) $\pm 59$ (lumi.)</td>
<td>$2137 \pm 0.4$ (stat.) $\pm 21$ (syst.) $\pm 41$ (lumi.)</td>
</tr>
<tr>
<td>Sum [pb]</td>
<td>$5247 \pm 0.6$ (stat.) $\pm 49$ (syst.) $\pm 100$ (lumi.)</td>
<td>$5120 \pm 140$ (PDF) $\pm 23$ (scale)</td>
</tr>
<tr>
<td>Ratio</td>
<td></td>
<td>$1.4320 \pm 0.0100$ (PDF) $\pm 0.0007$ (scale)</td>
</tr>
</tbody>
</table>

Fig. 4  The $W^+$ (left) and $W^-$ (right) fiducial cross-sections, differential in muon pseudorapidity multiplied by the branching fraction for the decay into a muon and a neutrino are shown as a function of the absolute muon pseudorapidity. The data are presented with systematic and total uncertainties (the data statistical uncertainties are smaller than the size of the markers) and are compared with the predictions from DYNNLO. In the top two plots, the CT14 NNLO PDF set is used, and DYNNLO is shown with its associated total theoretical uncertainty. In the bottom two plots, the data are compared with the central values of six different PDF sets described in the text. The statistical uncertainties of the DYNNLO predictions are indicated by error bars. The ratios of the data to the corresponding prediction are shown in the lower panels.
Fig. 5 The W boson charge asymmetry as a function of absolute muon pseudorapidity. The data are presented with systematic and total uncertainties (the data statistical uncertainties are smaller than the size of the markers). In the left plot, the data are compared with the prediction from DYNNLO in which the CT14 NNLO PDF set is used. The DYNNLO prediction is also shown with its associated total theoretical uncertainty, along with the component from the PDF set. In the right plot, the data are compared with the central prediction from DYNNLO produced using a selection of PDFs. The statistical uncertainties of the DYNNLO predictions are indicated by error bars. The ratios of the data to the corresponding prediction are shown in the lower panels.

uated by the component from the PDF uncertainty. Data and theory agree well and within the uncertainties, although the ratio measurements differ by approximately two standard deviations. The results presented in Table 4 are consistent, within about one standard deviation, with those measured using W boson decays in the electron channel in data at a centre-of-mass energy of 8 TeV [63].

The $W^+$ and $W^-$ fiducial cross-sections, differential in muon pseudorapidity, multiplied by the branching fraction for the decay into a muon and a neutrino, are shown as a function of absolute muon pseudorapidity in Fig. 4. These are presented with systematic and total uncertainties. The data statistical uncertainties are smaller than the size of the markers. The cross-section values are detailed in Table 3. The measured cross-sections are compared with theoretical predictions obtained using DYNNLO.

In the top plots of Fig. 4, DYNNLO is shown with its associated total theoretical uncertainty, and from the PDF uncertainty (evaluated with the CT14 NNLO error sets). The component from the PDF uncertainty dominates the total and is shown separately. The data precision is similar to the intrinsic theoretical uncertainty from scale variations but is much higher than the uncertainty from the PDF. Therefore the data are useful for constraining and evaluating the performance of different PDF sets. In the bottom plots the data are compared with the central values of each PDF set described above. The statistical uncertainties of the DYNNLO predictions are indicated by error bars.

The measured W boson charge asymmetry as a function of absolute muon pseudorapidity is presented in Fig. 5. The values are detailed in Table 3. Again the data are shown with its total systematic uncertainty. In Fig. 5 (left) the data are compared with the prediction from DYNNLO in which the CT14 NNLO PDF set is used. The DYNNLO prediction is also shown with its associated total theoretical uncertainty, along with the component from the PDF set, which dominates. In Fig. 5 (right) the data are compared with the central prediction from the six PDF sets considered. The statistical uncertainties of the DYNNLO predictions are indicated by error bars. The ratios of the data to the corresponding prediction are shown in the lower panels. The comparison with ATLASepWZ2016 and NNPDF3.1 is of particular interest as both include information from the ATLAS 7 TeV measurement [2], which is expected to be largely uncorrelated with the current data being presented. It is observed that its central value is generally closer to the data than the alternatives, other than HERAPDF2.0 which performs about as well.

7 Conclusion

Fiducial cross-sections for $W^+ \to \mu^+\nu$ and $W^- \to \mu^-\bar{\nu}$ and the W boson charge asymmetry are measured differentially as a function of the absolute muon pseudorapidity using 20.2 fb$^{-1}$ of data from proton–proton collisions at a centre-of-mass energy of 8 TeV with the ATLAS experiment at the LHC. The muon and neutrino transverse momenta are required to be greater than 25 GeV and the W boson transverse mass to be greater than 40 GeV. A precision of 0.8–1.5% is achieved for the cross-section values, depending on the pseudorapidity, whilst an uncertainty between 0.002 and 0.003 (in absolute units) is obtained for the asymmetry. The
integrated fiducial $W^\pm$ production cross-sections are also determined. The measurements are compared to predictions at NNLO accuracy in QCD computed with the DYNNLO program. The precision of the measurement is better than both the uncertainties on the PDF sets as well as the spread between different sets, showing the sensitivity of the measurement to discriminate between them and serve as input to improve the knowledge on the proton structure.
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