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Abstract. We investigate the analytic properties of torsion isomorphisms (determinants) of mapping cone triangles of Fredholm complexes. Our main tool is a generalization to Fredholm complexes of the perturbation isomorphisms constructed by R. Carey and J. Pincus for Fredholm operators. A perturbation isomorphism is a canonical isomorphism of homology groups associated to a finite rank perturbation of Fredholm complexes. The perturbation isomorphisms allow us to establish the invariance properties of the torsion isomorphisms under finite rank perturbations. We then show that the perturbation isomorphisms provide a holomorphic structure on the determinant lines over the space of Fredholm complexes. Finally, we establish that the torsion isomorphisms and the perturbation isomorphisms provide holomorphic sections of certain determinant line bundles.

1. Introduction

One of the fundamental objects among the regulators of algebraic K-theory are the invariants of $K^\text{alg}_2$ of the quotients $\mathcal{L}(H)/\mathcal{L}^p(H)$ of the algebra of bounded operators on a Hilbert space $H$ modulo the ideal of $p$-summable operators, [6]. The fundamental object in the case of $K^\text{alg}_2$ is the Quillen line bundle of determinants of Fredholm operators, [12, 13]. R. Carey and J. Pincus introduced a canonical section of the pullback of the Quillen determinant line bundle to the space $\{(S, T) \in \mathcal{L}(H)^2 \mid S, T \text{ Fredholm}, S - T \in \mathcal{L}^1(H)\}$, the so-called perturbation vectors, [4]. Their construction plays a key role in the study of the behavior of L. Brown’s determinant invariant on $K^\text{alg}_2(\mathcal{L}(H)/\mathcal{L}^1(H))$ and of determinants of Toeplitz operators, [2, 3]. In particular, it allowed them to prove a Szegö limit theorem for Toeplitz operators with non-vanishing winding numbers, [5, 14].

The extension of the results of Carey and Pincus to several commuting operators requires the generalization of the notion of a perturbation vector, a perturbation isomorphism, to the context of finite rank perturbations of Fredholm complexes. (Carey and Pincus work with trace class perturbations of Fredholm operators. The results in this paper can be extended to this setting, but it is not needed for the applications we have in mind.)
To be more concrete, let $X = X_+ \oplus X_-$ be a $\mathbb{Z}/2\mathbb{Z}$-graded vector space. Further, let $d, \delta : X \to X$ be odd maps such that $D = (X, d)$ and $E = (X, \delta)$ are Fredholm complexes, i.e. $d^2 = 0 = \delta^2$ and the homology groups $H_\pm(D)$ and $H_\pm(E)$ are finite dimensional. Suppose moreover that $d - \delta : X \to X$ has finite rank. In this situation, we construct a canonical isomorphism

$$P(E, D) : \det(H_+(D)) \otimes \det(H_-(D))^* \to \det(H_+(E)) \otimes \det(H_-(E))^*,$$

where $\det(V) = A^{\operatorname{top}}(V)$ for any finite-dimensional vector space $V$. We refer to this map as the perturbation isomorphism of the finite rank perturbation $D \to E$. Let us note that the perturbation isomorphism does not only depend on the homology groups but also on the differentials defining the chain complexes.

As an application of this construction, we obtain a holomorphic line bundle structure on determinants of bounded Fredholm complexes. This generalizes the construction due to Quillen of a holomorphic line bundle structure on determinants of Fredholm operators, [13].

A central topic of this paper is the investigation of the analytic properties of torsion isomorphisms of mapping cone triangles of Fredholm complexes. The above perturbation isomorphisms play a key role in formulating and proving these properties. Our torsion isomorphisms are defined as follows:

Suppose that $D^X = (X, d^X)$ and $D^Y = (Y, d^Y)$ are two $\mathbb{Z}/2\mathbb{Z}$-graded Fredholm complexes and that $A : D^X \to D^Y$ is a chain map. We denote by $C^A = (Y \oplus X[-1], d^A)$ the mapping cone of $A$ which fits into the following exact triangle:

$$\Delta_A : \begin{array}{ccc}
D^X & \xrightarrow{A} & D^Y \\
[-1] & \searrow & \\
& C^A &
\end{array}$$

We will use the notation $\det(D^X) = \det(H_+(D^X)) \otimes \det(H_-(D^X))^*$ for the determinant of the $\mathbb{Z}/2\mathbb{Z}$-graded Fredholm complex $D^X$. The torsion isomorphism of the mapping cone triangle $\Delta_A$ is a canonical isomorphism

$$T(\Delta_A) : \det(D^Y) \to \det(D^X) \otimes \det(C^A),$$

see Definition 2.5. Up to a notorious sign-problem, this is a straightforward generalization of the canonical isomorphism

$$T(V^*) : \det(V^2) \to \det(V^1) \otimes \det(V^3),$$

associated to any short exact sequence $0 \to V^1 \to V^2 \to V^3 \to 0$ of finite-dimensional vector spaces.

Our first main result describes the behavior of torsion isomorphisms under finite rank perturbations:

On top of the above data, suppose that $E^X = (X, \delta^X)$ and $E^Y = (Y, \delta^Y)$ are two $\mathbb{Z}/2\mathbb{Z}$-graded Fredholm complexes which are linked by a chain map $B : E^X \to E^Y$.

1) The paper [8] claims a similar result but unfortunately we have been unable to understand the proof.
Theorem (Invariance under perturbations). Suppose that the differences $A - B : X \to Y$, $d^X - \delta^X : X \to X$, and $d^Y - \delta^Y : Y \to Y$ are of finite rank. Then the following diagram commutes:

\[
\begin{array}{ccc}
\det(D^Y) & \xrightarrow{T(\Delta_A)} & \det(D^X) \otimes \det(C^A) \\
\downarrow & & \downarrow \\
\det(E^Y) & \xrightarrow{T(\Delta_B)} & \det(E^X) \otimes \det(C^B).
\end{array}
\]

Suppose now that $X = \{X_n\}_{n \in \mathbb{Z}}$ is a fixed family of separable Hilbert spaces with only finitely many of them non-zero. Consider the space $\mathcal{C}$ of $\mathbb{Z}$-graded Fredholm complexes on $X$ with all differentials being bounded operators. Furthermore, let $\mathcal{M}$ denote the pullback

\[\mathcal{M} := \{(D, E) | D = (X, d), E = (X, \delta) \in \mathcal{C} \text{ and } d - \delta \text{ finite rank}\}.
\]

Definition 1.1. We give $\mathcal{M}$ the topology inherited from the norm

\[(D, E) \mapsto \|d\| + \|\delta\| + \|d - \delta\|_1,
\]

where $\|\cdot\|$ denotes the operator norm and $\|\cdot\|_1$ denotes the trace norm. We say that a map $\phi : U \to \mathcal{M}$ is holomorphic when the composition $i \circ \phi : U \to \mathcal{M}_1$ is holomorphic, where $i : \mathcal{M} \to \mathcal{M}_1$ denotes the inclusion of $\mathcal{M}$ into its norm-completion $\mathcal{M}_1$. A map $\alpha : \mathcal{M} \to \mathbb{C}$ is then holomorphic when the pullback $\alpha \circ \phi : U \to \mathbb{C}$ is holomorphic for any open subset $U \subseteq \mathbb{C}$ and any holomorphic map $\phi : U \to \mathcal{M}$.

The analytic properties of the perturbation isomorphisms can now be expressed as follows:

Theorem (Analyticity of perturbation isomorphisms). The perturbation isomorphism

\[(D, E) \mapsto P(D, E)
\]

is a holomorphic section of the holomorphic line bundle over $\mathcal{M}$ with fibers $\Hom(\det(E), \det(D))$.

Consider the space of triples

\[\mathcal{X} := \{(D, E, A) | D, E \in \mathcal{C} \text{ and } A : D \to E \text{ bounded chain map}\}.
\]

Definition 1.2. We give $\mathcal{X}$ the topology inherited from the operator norm. A map $\alpha : \mathcal{X} \to \mathbb{C}$ is holomorphic when the pullback $\alpha \circ \phi : U \to \mathbb{C}$ is holomorphic for any open subset $U \subseteq \mathbb{C}$ and any holomorphic map $\phi : U \to \mathcal{X}$.

The analytic properties of the torsion isomorphisms are then given by the following result:

Theorem (Analyticity of torsion isomorphisms). The torsion isomorphism

\[(D, E, A) \mapsto T(\Delta_A)
\]

is a holomorphic section of the holomorphic line bundle over $\mathcal{X}$ with fibers $\Hom(\det(E), \det(D) \otimes \det(C^A))$. 
Structure of the paper. In Section 2 we define the torsion isomorphism of an exact triangle of \(\mathbb{Z}/2\mathbb{Z}\)-graded Fredholm complexes.

In Section 3 we construct the perturbation isomorphisms for finite rank perturbations of \(\mathbb{Z}/2\mathbb{Z}\)-graded Fredholm complexes and prove their basic algebraic properties. In particular, they satisfy relations of symmetry and transitivity, to wit:

\[ P(D^3, D^2)P(D^2, D^1) = P(D^3, D^1) \quad \text{and} \quad P(D^2, D^1) = P(D^1, D^2)^{-1}. \]

In Section 4 we compute the perturbation isomorphisms explicitly in a special case where they do not depend on the differentials but only on the homology groups.

In Section 5 we study the perturbation isomorphisms associated to finite rank perturbations of mapping cone triangles. In particular, we prove the invariance under perturbations theorem stated above.

In Section 6 we consider two holomorphic families of exact bounded Fredholm chain complexes such that the difference of differentials is holomorphic in trace norm. In this case, the perturbation isomorphisms define an invertible function, with values in the complex numbers, and we prove that it is holomorphic.

In Section 7 we construct the holomorphic structure of the determinant line bundle on the space of Fredholm complexes.

In Section 8 we generalize the result of Section 6 and prove that the perturbation isomorphisms are holomorphic in the sense of Definition 1.1.

Finally, in Section 9 we prove the main result, which says that the torsion isomorphism is in fact holomorphic in the sense of Definition 1.2.

2. Torsion isomorphisms

In this preliminary section we have collected some algebraic constructions which will be needed throughout this paper.

In the first subsection we deal with determinants and torsion isomorphisms of finite-dimensional vector spaces. The constructions are well known but we have to be very careful with the signs appearing in the various definitions, see [11]. In fact, our signs are not the standard signs. Instead of using the usual torsion isomorphism \(\det(V^2) \to \det(V^1) \otimes \det(V)\) of a short exact sequence \(0 \to V^1 \to V^2 \to V \to 0\) as our corner stone, we have found it necessary to multiply this map by the extra sign \((-1)^{\dim(V^1)\dim(V)}\). This sign corresponds to interchanging the factors \(\det(V^1)\) and \(\det(V)\) in the above tensor product.

In the second subsection we extend our constructions to chain complexes of (infinite-dimensional) vector spaces. The chain complexes which we will consider are Fredholm in the sense that they have finite-dimensional homology groups. The passage to chain complexes described here is very similar to Breuning’s construction of determinant functors on triangulated categories using cohomological functors, see [1].

Throughout this section \(V\) and \(W\) will be vector spaces over a field \(\mathbb{F}\). The vector space of linear maps from \(V\) to \(W\) will be denoted by \(\mathcal{L}(V, W)\) and the subspace of linear maps of finite rank will be denoted by \(\mathcal{F}(V, W) \subseteq \mathcal{L}(V, W)\).

Any linear map \(A : V \to W\) has a pseudo-inverse \(A^\dagger : W \to V\). This is a linear endomorphism such that \(AA^\dagger : W \to W\) and \(1 - A^\dagger A : V \to V\) are idempotents with images
Im(\(AA^\dagger\)) = Im(A) and Im(\(1 - A^\dagger A\)) = Ker(A), where Ker(A) denotes the kernel of A and Im(A) denotes the image of A. Notice that a pseudo-inverse is not unique.

A linear map \(A : V \rightarrow W\) is Fredholm when the kernel and the cokernel are finite dimensional over \(\mathbb{F}\). In this case the index of \(A\) is the difference

\[
\text{Ind}(A) := \text{dim}(\text{Ker}(A)) - \text{dim}(\text{Coker}(A))
\]

of dimensions.

2.1. Torsion of vector spaces. Let \(n \in \mathbb{N}_0\) and suppose that \(V\) is \(n\)-dimensional as a vector space over \(\mathbb{F}\). The determinant of \(V\) is the one-dimensional vector space defined as the top part of the exterior algebra over \(V\), thus \(\det(V) := \Lambda^n(V)\). We will often let \(|V|\) denote the determinant of \(V\). Any isomorphism \(\sigma : V \rightarrow W\) of \(n\)-dimensional vector spaces induces an isomorphism \(|\sigma| := \det(\sigma) : |V| \rightarrow |W|\) of determinant lines. This association is functorial, thus \(\det(\sigma_2) \circ \det(\sigma_1) = \det(\sigma_2 \circ \sigma_1)\) and \(\det(1) = 1\). For each non-zero vector \(v \in |V|\) there is a unique dual vector \(v^* \in |V|^*\) such that \(v^*(v) = 1\).

The degree map \(\varepsilon : \Lambda(V) \rightarrow \mathbb{N}_0\) on the exterior algebra over \(V\) is defined on homogeneous elements by \(\varepsilon : v_1 \wedge \cdots \wedge v_k \mapsto k\).

Let \(\gamma : V \rightarrow V\) be an automorphism with \(\gamma^2 = 1\). Let \(V^+\) and \(V^-\) denote the eigenspaces for \(\gamma\) associated with the eigenvalues 1 and \(-1\) respectively. The determinant of the \(\mathbb{Z}/2\mathbb{Z}\)-graded vector space \(V\) is the line \(|V| := \det(V) := \det(V^+) \otimes \det(V^-)^*\), where the “*” indicates that we take the dual vector space and “\(\otimes\)” is the tensor product of vector spaces over \(\mathbb{F}\).

Consider a six term exact sequence of finite-dimensional vector spaces

\[
\begin{array}{cccccc}
\mathfrak{B} : & V^+_1 & \xrightarrow{\partial_+} & V^+_2 & \xrightarrow{i_+} & V_+ \\
& p^- & & & p^+ & \\
& V^- & \xleftarrow{i_-} & V^2 & \xleftarrow{\partial_-} & V^-.
\end{array}
\]

Denote

\[
(V^+_1)_{(0)} := \text{Ker}(\partial_+), \quad (V^+_2)_{(0)} := \text{Ker}(i_+), \quad (V_+)_{(0)} := \text{Ker}(p_+),
\]

\[
(V^1_1)_{(0)} := \text{Ker}(\partial_-), \quad (V^2_1)_{(0)} := \text{Ker}(i_-), \quad (V^-)_{(0)} := \text{Ker}(p_-).
\]

Choose subspaces

\[
(2.1) \quad (V^+_1)_{(1)} \subseteq V^+_1, \quad (V^+_2)_{(1)} \subseteq V^+_2, \quad (V_+)_{(1)} \subseteq V_+,
\]

\[
(V^-_1)_{(1)} \subseteq V^-_1, \quad (V^-_2)_{(1)} \subseteq V^-_2, \quad (V^-)_{(1)} \subseteq V^-.
\]

such that the following vector space decompositions hold,

\[
\begin{align*}
V^+_1 &= (V^+_1)_{(0)} \dot{+} (V^+_1)_{(1)}, & V^+_2 &= (V^+_2)_{(0)} \dot{+} (V^+_2)_{(1)}, & V_+ &= (V_+)_{(0)} \dot{+} (V_+)_{(1)}, \\
V^-_1 &= (V^-_1)_{(0)} \dot{+} (V^-_1)_{(1)}, & V^-_2 &= (V^-_2)_{(0)} \dot{+} (V^-_2)_{(1)}, & V^- &= (V^-)_{(0)} \dot{+} (V^-)_{(1)}.
\end{align*}
\]

Here the notation “\(\dot{+}\)” refers to the span of two subspaces with trivial intersection.
Definition 2.1. The torsion isomorphism of $\mathcal{B}$ is the isomorphism

$$T(\mathcal{B}) : |V_+^2| \otimes |V_-^2|^* \rightarrow (|V_+^1| \otimes |V_-^1|^*) \otimes (|V_+| \otimes |V_-|^*)$$

defined by

$$T(\mathcal{B}) : (\partial_+ (t_+^1) \wedge t_+^2) \otimes (\partial_- (t_-^1) \wedge t_-^2) \ast \mapsto (-1)^{\mu(\mathcal{B})} \cdot (p_- (t_-) \wedge t_+^1) \otimes (p_+ (t_+) \wedge t_-^1) \ast \otimes (i_+ (t_+^2) \wedge t_+) \otimes (i_- (t_-^2) \wedge t_-)$$

for all non-zero vectors

$$t_+^1 \in |(V_+^1)_{(1)}|, \quad t_+^2 \in |(V_+^2)_{(1)}|, \quad t_+ \in |(V_+)_{(1)}|, \quad t_- \in |(V_-)_{(1)}|. $$

The sign exponent is defined by

$$\mu(\mathcal{B}) := (\varepsilon(t_+^2) + 1) \cdot (\varepsilon(t_-^1) + \varepsilon(t_+)) + \varepsilon(t_-) \cdot (\varepsilon(t_-^2) + \varepsilon(t_-)) + \varepsilon(t_+) \in \mathbb{N}_0. $$

It is a consequence of [10, Lemma 2.1.3] that the torsion isomorphism does not depend on the choice of the subspaces in (2.1).

Notice that the torsion isomorphism is a non-zero vector in a one-dimensional vector space over $\mathbb{F}$ and not a non-zero element in the field $\mathbb{F}$.

2.2. Torsion of chain complexes. Let $D^1 := (X^1, d^1)$ and $D^2 := (X^2, d^2)$ be two bounded chain complexes over the field $\mathbb{F}$. Let $A : D^1 \rightarrow D^2$ be a chain map.

Definition 2.2. The mapping cone of $A$ is the chain complex $C^A$ defined by the chains $C^A_j := X^2_j \oplus X^1_{j-1}$ and the differentials

$$d^A_j := \begin{pmatrix} d^2_j & A^j-1 \\ 0 & -d^1_{j-1} \end{pmatrix} : C^A_j \rightarrow C^A_{j-1}$$

for all $j \in \mathbb{Z}$.

The notation $TD^1$ will refer to the shifted chain complex. The chains of $TD^1$ are defined by $(TX^1)_j := X^1_{j-1}$ and the differentials are defined by $(Td^1)_j := -d^1_{j-1} : X^1_{j-1} \rightarrow X^1_{j-2}$ for all $j \in \mathbb{Z}$.

Definition 2.3. The mapping cone triangle of the chain map $A : D^1 \rightarrow D^2$ is the sequence

$$\mathcal{D} : D^1 \xrightarrow{A} D^2 \xrightarrow{i} C^A \xrightarrow{p} TD^1$$

of chain maps, where $i_j : X^2_j \rightarrow X^2_j \oplus X^1_{j-1}$ denotes the inclusion and $p_j : X^2_j \oplus X^1_{j-1} \rightarrow X^1_{j-1}$ is the projection.

The mapping cone triangle gives rise to a long exact sequence of homology groups,

$$(2.2) \quad \cdots \xrightarrow{A^1-1} H_{j-1}(D^1) \xrightarrow{p_j} H_j(C^A) \xrightarrow{i^j} H_j(D^2) \xrightarrow{A^j} H_j(D^1) \xrightarrow{p^j+1} \cdots.$$
For a bounded chain complex $D$, the notation $H_+(D)$ and $H_-(D)$ refers to the even and odd homology groups respectively, thus

$$H_+(D) := \bigoplus_{k \in \mathbb{Z}} H_{2k}(D), \quad H_-(D) := \bigoplus_{k \in \mathbb{Z}} H_{2k-1}(D).$$

Similarly, for a chain map $B : D \to \Delta$ of bounded chain complexes, let $B_+ : H_+(D) \to H_+(\Delta)$ and $B_- : H_-(D) \to H_-(\Delta)$ denote the linear maps given by

$$B_+(\{x_{2k}\}) := \{B_{2k}(x_{2k})\}, \quad B_-\{\{x_{2k-1}\}\} := \{B_{2k-1}(x_{2k-1})\}.$$

The long exact sequence in (2.2) then gives rise to a six term exact sequence

$$H(\mathcal{D}) : H_+(D^1) \xrightarrow{A_+} H_+(D^2) \xrightarrow{i_+} H_+(C^A) \quad \xrightarrow{p_-} H_-(C^A) \xrightarrow{i_-} H_-(D^2) \xrightarrow{A_-} H_-(D^1)$$

of even and odd homology groups.

**Definition 2.4.** A bounded chain complex $D$ is **Fredholm** when all the homology groups are finite dimensional.

The **index** of a Fredholm complex $D$ is the integer

$$\text{Ind}(D) := \dim(H_+(D)) - \dim(H_-(D)).$$

The **determinant** of a Fredholm complex $D$ is the one-dimensional vector space

$$|D| := \text{det}(D) := |H_+(D)| \otimes |H_-(D)|^*.$$

**Definition 2.5.** Suppose that $D^1$ and $D^2$ are Fredholm complexes. The **torsion isomorphism** of the mapping cone triangle $\mathcal{D}$ is defined as the torsion isomorphism of the associated six term exact triangle $H(\mathcal{D})$. It is denoted by

$$T(\mathcal{D}) := T(H(\mathcal{D})) : |D^2| \to |D^1| \otimes |C^A|.$$

We remark that it follows from the long exact sequence in (2.2) that $C^A$ is a Fredholm complex whenever $D^1$ and $D^2$ are Fredholm complexes.

### 3. Perturbation isomorphisms

Throughout this section $V$ and $W$ will be two (infinite-dimensional) vector spaces over a field $\mathbb{F}$.

Consider two Fredholm operators $A, B : V \to W$ and suppose that their difference $A - B$ has finite rank. In the paper, [4], R. Carey and J. Pincus construct a canonical isomorphism of the determinant lines associated with $A$ and $B$. This isomorphism is referred to as the **perturbation isomorphism** from $A$ to $B$ and it is denoted by

$$P(B, A) : \text{det}(\text{Ker}(A)) \otimes \text{det}(\text{Coker}(A))^* \to \text{det}(\text{Ker}(B)) \otimes \text{det}(\text{Coker}(B))^*.$$
In this section we will generalize the construction of R. Carey and J. Pincus to the framework of Fredholm complexes. To be more precise, we will consider two $\mathbb{Z}/2\mathbb{Z}$-graded Fredholm complexes

$$D : X_+ \xrightarrow{d_+} X_- \xrightarrow{d_-} X_+$$

and

$$\Delta : X_+ \xrightarrow{\delta_+} X_- \xrightarrow{\delta_-} X_+$$

such that the differences $d_+ - \delta_+ : X_+ \to X_-$ and $d_- - \delta_- : X_- \to X_+$ both have finite rank. It is then our aim to construct a canonical isomorphism of determinant lines. This relies on the computation of various determinants and this computation is carried out in the third subsection. In the last subsection we prove that our isomorphism is well-defined.

3.1. Perturbations of Fredholm operators. Throughout this subsection we consider $A, B : V \to W$ to be Fredholm operators such that the difference $A - B$ has finite rank.

Let us recall the construction due to R. Carey and J. Pincus of a canonical isomorphism

$$P(A, B) : \det(\ker(A)) \otimes \det(\coker(A))^* \to \det(\ker(B)) \otimes \det(\coker(B))^*,$$

see [4, Section 3]. This isomorphism is referred to as the perturbation isomorphism from $A$ to $B$.

Choose pseudo-inverses $A^\dagger$ and $B^\dagger : W \to V$ of the Fredholm operators $A$ and $B$. These pseudo-inverses are again Fredholm operators with indices given by

$$\text{Ind}(A^\dagger) = -\text{Ind}(A) = -\text{Ind}(B) = \text{Ind}(B^\dagger).$$

Remark that $\text{Ind}(A) = \text{Ind}(B)$ since $A - B$ has finite rank by assumption.

Denote

$$P_A := 1 - A^\dagger A, \quad P_B := 1 - B^\dagger B : V \to V$$

and

$$Q_A := 1 - AA^\dagger, \quad Q_B := 1 - BB^\dagger : W \to W$$

for the various idempotents associated with the pseudo-inverses $A^\dagger$ and $B^\dagger$. Notice that all these idempotents are of finite rank. Indeed,

$$\text{Im}(P_A) = \ker(A), \quad \text{Im}(P_B) = \ker(B),$$

$$\text{Im}(Q_A) = \ker(A^\dagger), \quad \text{Im}(Q_B) = \ker(B^\dagger).$$
Suppose that the common index of $A$ and $B$ is less than or equal to zero. Choose a linear map $L : \text{Ker}(A) \to W$ such that the composition

$$\text{Ker}(A) \xrightarrow{L} W \to \text{Coker}(A)$$

is injective. Choose a linear map $M : \text{Ker}(B) \to V$ such that the composition

$$\text{Ker}(B) \xrightarrow{M} V \to \text{Coker}(B)$$

is surjective. It then follows from the index identity (3.1) that the vector spaces $\text{Ker}(M)$ and $W/(\text{Im}(A) + \text{Im}(L))$ are isomorphic. Choose a linear map $N : \text{Ker}(M) \to W$ such that the composition

$$\text{Ker}(M) \xrightarrow{N} W \to W/(\text{Im}(A) + \text{Im}(L))$$

is an isomorphism. Extend $N$ to $\text{Ker}(B)$ by letting it equal zero on some algebraic complement of $\text{Ker}(M) \subseteq \text{Ker}(B)$. The data $(L, M, N)$ will be referred to as a *perturbation triple*.

The perturbation triple is defined in such a way that the linear endomorphism

$$\hat{\varepsilon} : \text{det}(\text{Ker}(A)) \otimes \text{det}(\text{Coker}(A))^* \to \text{det}(\text{Ker}(B)) \otimes \text{det}(\text{Coker}(B))^*$$

defined by

$$P(B, A) : s \otimes (Ls \wedge Nt_1)^* \mapsto \text{det}(\Sigma)^{-1} \cdot (Mt_0 \otimes (t_0 \wedge t_1)^*)$$

for all non-trivial vectors $s \in \text{det}(\text{Ker}(A))$, $t_1 \in \text{det}(\text{Ker}(M))$ and $t_0 \in \text{det}(\text{Ker}(N))$.

**Definition 3.1.** Suppose that the common index of $A$ and $B$ is greater than or equal to zero. The *perturbation isomorphism* from $A$ to $B$ is the isomorphism

$$P(B, A) : \text{det}(\text{Ker}(A)) \otimes \text{det}(\text{Coker}(A))^* \to \text{det}(\text{Ker}(B)) \otimes \text{det}(\text{Coker}(B))^*$$

The isomorphism of determinant class is in this case given by

$$\Sigma := (B^\dagger + MQ_B)(A + LP_A) + NP_A : W \to W$$
Definition 3.2. Suppose that the common index of $A$ and $B$ is greater than or equal to zero. The perturbation isomorphism from $A$ to $B$ is the isomorphism

$$P(B, A) : \det(\text{Ker}(A)) \otimes \det(\text{Coker}(A))^* \to \det(\text{Ker}(B)) \otimes \det(\text{Coker}(B))^*$$

defined by

$$P(B, A) : s_0 \otimes s_1 \otimes (Ls_1)^* \mapsto \det(\Sigma)^{-1} \cdot ((Ns_0 \wedge Mt) \otimes t^*)$$

for all non-trivial vectors $s_0 \in \det(\text{Ker}(L))$, $s_1 \in \det(\text{Ker}(N))$ and $t \in \det(\text{Coker}(B))$.

It is proved in [4, Theorem 11] that the perturbation isomorphism is independent of the choice of pseudo-inverses of $A$ and $B$ and of the choice of perturbation triple $(L, M, N)$.

The main algebraic properties of the perturbation isomorphism are proved in [4, Theorem 12]. The result is stated here for the convenience of the reader.

Theorem 3.1. Let $A, B, C : V \to W$ be Fredholm operators and suppose that the differences $A - B$ and $B - C$ are of finite rank. Then the following holds:

1. $P(A, B) \circ P(B, A) = 1$.
2. $P(C, B) \circ P(B, A) = P(C, A)$.

3.2. Perturbations of Fredholm complexes. Throughout this subsection $D = (X, d)$ and $\Delta = (X, \delta)$ will be $\mathbb{Z}/2\mathbb{Z}$-graded Fredholm complexes over $\mathbb{O}$ such that the differences of differentials $d_+ - \delta_+ : X_+ \to X_-$ and $d_- - \delta_- : X_- \to X_+$ have finite rank. We will say that $\Delta$ is a finite rank perturbation of $D$.

Out of this data, we are interested in constructing a canonical isomorphism

$$P(\Delta, D) : |H_+(D)| \otimes |H_-(D)|^* \to |H_+(\Delta)| \otimes |H_-(\Delta)|^*$$

of determinant lines. We will sometimes apply the short notation $|D| := |H_+(D)| \otimes |H_-(D)|^*$ for the determinant of a $\mathbb{Z}/2\mathbb{Z}$-graded Fredholm complex $D$.

Choose a pseudo-inverse of the $\mathbb{Z}/2\mathbb{Z}$-graded Fredholm complex $D$,

$$D^\dagger : X_- \xrightarrow{d_+^\dagger} X_+ \xrightarrow{d_-^\dagger} X_-.$$

This means that $D^\dagger$ is a $\mathbb{Z}/2\mathbb{Z}$-graded Fredholm complex and that $d_+^\dagger$ and $d_-^\dagger$ are pseudo-inverses of $d_+ : X_+ \to X_-$ and $d_- : X_- \to X_+$, respectively. We remark that $D^\dagger$ can be constructed as follows: Choose subspaces $(X_+)_1 \subseteq X_+$ and $(X_-)_1 \subseteq X_-$ such that

$$\text{Ker}(d_+^\dagger) \overset{(X_+)_1}{=}= X_+ \quad \text{and} \quad \text{Ker}(d_-^\dagger) \overset{(X_-)_1}{=}= X_-.$$

Furthermore, choose (finite-dimensional) subspaces $F_+ \subseteq \text{Ker}(d_+^\dagger)$ and $F_- \subseteq \text{Ker}(d_-^\dagger)$ such that

$$\text{Im}(d_-^\dagger) \overset{F_+}{=}= \text{Ker}(d_+^\dagger) \quad \text{and} \quad \text{Im}(d_+^\dagger) \overset{F_-}{=}= \text{Ker}(d_-^\dagger).$$

The pseudo-inverses $d_+^\dagger : X_- \to X_+$ and $d_-^\dagger : X_+ \to X_-$ are then defined by the requirements

$$\text{Ker}(d_+^\dagger) = F_- \overset{(X_-)_1}{=}= X_-, \quad \text{Im}(d_+^\dagger) = (X_+)_1,$$

$$\text{Ker}(d_-^\dagger) = F_+ \overset{(X_+)_1}{=}= X_+, \quad \text{Im}(d_-^\dagger) = (X_-)_1.$$
Denote
\[ \sigma_+ := d_+ + d_+^\dagger : X_+ \to X_- \quad \text{and} \quad \sigma_- := d_- + d_-^\dagger : X_- \to X_+. \]
Remark that \( \sigma_+ \) and \( \sigma_- \) are Fredholm operators. Furthermore, \( \sigma_- \) is a pseudo-inverse of \( \sigma_+ \).
The associated idempotents are denoted by
\[ P_+ := 1 - \sigma_- \sigma_+ : X_+ \to X_+ \quad \text{and} \quad P_- := 1 - \sigma_+ \sigma_- : X_- \to X_. \]
Remark that the quotient maps induce isomorphisms
\[ \operatorname{Im}(P_+) \cong H_+(D) \quad \text{and} \quad \operatorname{Im}(P_-) \cong H_-(D). \]

**Lemma 3.3.** There exists a pseudo-inverse
\[ \Delta^\dagger : X_+ \xrightarrow{d_+^\dagger} X_- \xrightarrow{\delta_-^\dagger} X_- \]
of the \( \mathbb{Z}/2\mathbb{Z} \)-graded Fredholm complex \( \Delta \) such that \( \Delta^\dagger \) is a finite rank perturbation of \( D^\dagger \).

**Proof.** Start by choosing a pseudo-inverse \( \delta_+^\dagger : X_- \to X_+ \) of \( \delta_+ : X_+ \to X_- \) such that the difference
\[ \delta_+^\dagger - d_+^\dagger : X_- \to X_+ \]
is a finite rank operator. Remark that care should be taken at this point. Indeed, since the operator \( \delta_+ \) is not necessarily a Fredholm operator, there might exist pseudo-inverses of \( \delta_+ \) which do not satisfy the above finite rank condition.

Next, choose a pseudo-inverse \( \delta_-^\dagger : X_+ \to X_- \) of \( \delta_- : X_- \to X_+ \) such that
\[ \Delta^\dagger : X_- \xrightarrow{\delta_+^\dagger} X_+ \xrightarrow{\delta_-^\dagger} X_- \]
becomes a \( \mathbb{Z}/2\mathbb{Z} \)-graded Fredholm complex. We need to prove that the difference
\[ \delta_+^\dagger - d_+^\dagger : X_+ \to X_- \]
is an operator of finite rank. However, this is true if and only if the difference
\[ (\delta_+ + \delta_+^\dagger) - (d_+ + d_+^\dagger) : X_+ \to X_- \]
is of finite rank. To prove that this last difference is of finite rank, we note that \( \delta_+ + \delta_+^\dagger \) is a pseudo-inverse of \( \delta_- + \delta_-^\dagger \). Likewise, \( d_+ + d_+^\dagger \) is a pseudo-inverse of \( d_- + d_-^\dagger \). Recall also that \( \delta_- + \delta_-^\dagger \) and \( d_- + d_-^\dagger \) are Fredholm operators. The result now follows since the difference
\[ (\delta_- + \delta_-^\dagger) - (d_- + d_-^\dagger) : X_- \to X_+ \]
is an operator of finite rank. Indeed, for any pair of Fredholm operators \( A \) and \( B : V \to W \) with \( A - B \in \mathcal{F}(V, W) \) we have that \( A^\dagger - B^\dagger \in \mathcal{F}(W, V) \) for any pair of pseudo-inverses \( A^\dagger, B^\dagger : W \to V \).

Choose a pseudo-inverse of \( \Delta \),
\[ \Delta^\dagger : X_- \xrightarrow{\delta_+^\dagger} X_+ \xrightarrow{\delta_-^\dagger} X_- \]
which is a finite rank perturbation of \( D^\dagger \).
Denote 
\[ \tau_+ := \delta_+ + \delta_+^\dagger : X_+ \to X_- \quad \text{and} \quad \tau_- := \delta_- + \delta_-^\dagger : X_- \to X_+ \]
for the associated Fredholm operators. The idempotents arising from this pair are denoted by 
\[ Q_+ := 1 - \tau_- \tau_+ : X_+ \to X_+ \quad \text{and} \quad Q_- := 1 - \tau_+ \tau_- : X_- \to X_- . \]
The quotient maps then induce isomorphisms 
\[ \text{Im}(Q_+) \cong H_+(\Delta) \quad \text{and} \quad \text{Im}(Q_-) \cong H_-(\Delta). \]

**Definition 3.4.** The *perturbation isomorphism* of the finite rank perturbation \( D \to \Delta \) of \( \mathbb{Z}/2\mathbb{Z} \)-graded Fredholm complexes is defined as the perturbation isomorphism of the finite rank perturbation of Fredholm operators \( \sigma_+ \to \tau_+ \), see Definition 3.1 and Definition 3.2. The perturbation isomorphism is denoted by 
\[ P(\Delta, D) : |H_+(D)| \otimes |H_-(D)|^* \to |H_+(\Delta)| \otimes |H_-(\Delta)|^*. \]

Remark that we have tacitly applied the canonical isomorphisms of determinant lines \( |D| \cong |\text{Ker}(\sigma_+)| \otimes |\text{Coker}(\sigma_+)|^* \) and \( |\Delta| \cong |\text{Ker}(\tau_+)| \otimes |\text{Coker}(\tau_+)|^* \) in the above definition. These isomorphisms come from the canonical isomorphism of vector spaces 
\[ H_+(D) \cong \text{Ker}(\sigma_+), \quad H_-(D) \cong \text{Coker}(\sigma_+), \]
\[ H_+(\Delta) \cong \text{Ker}(\tau_+), \quad H_-(\Delta) \cong \text{Coker}(\tau_+). \]

We need to prove that the perturbation isomorphism is well-defined in this new context. That is, it should be independent of the choice of pseudo-inverses \( D^\dagger \) and \( \Delta^\dagger \). We will show that this is indeed the case in Section 3.4. The proof of this result requires some preliminary observations on the determinants of certain operators. These observations are made in the next subsection.

### 3.3. The determinants of some linear operators.

Let \( A, B : V \to V \) be endomorphisms of a vector space \( V \). Suppose that their squares are trivial \( A^2 = 0 = B^2 \) and that their sum is a finite rank operator, \( A + B \in \mathcal{F}(V) \).

The operators \( 1 + A \) and \( 1 + B \) are then invertible operators. Furthermore, their product 
\[ (1 + A)(1 + B) = 1 + A + B + AB = 1 + (A + B)(1 + B) : V \to V \]
is of determinant class.

**Lemma 3.5.** We have 
\[ \det((1 + A)(1 + B)) = 1. \]

**Proof.** Notice that the image of \( A + B \in \mathcal{F}(V) \) is an invariant subspace for both of the invertible operators \( 1 + A \) and \( 1 + B \). Indeed, we have the identities 
\[ (1 + A)(A + B) = (A + B)(1 + B) \]
and 
\[ (1 + B)(A + B) = (A + B)(1 + A). \]
It follows that the determinants in question can be expressed as a product of determinants,
\[
\det((1 + A)(1 + B)) = \det((1 + A)(1 + B)|_{\text{Im}(A + B)}) = \det((1 + A)|_{\text{Im}(A + B)}) \cdot \det((1 + B)|_{\text{Im}(A + B)}).
\]
But both of the determinants in this factorization are trivial since we have \(A^2 = 0 = B^2\) by assumption. \(\Box\)

Consider now an arbitrary isomorphism \(\Omega : V \to V\) of determinant class. Furthermore, let \(T : V \to W\) be an injective Fredholm operator and let \(S : W \to V\) be a surjective Fredholm operator. Suppose that the differences \(TS - 1 : W \to W\) and \(ST - 1 : V \to V\) are operators of finite rank. This implies that
\[
\dim(\ker(S)) = \text{Ind}(S) = -\text{Ind}(T) = \dim(\coker(T)).
\]
Choose a linear map \(N : \ker(S) \to W\) such that the composition \(\ker(S) \to W \to \coker(T)\) becomes an isomorphism. Here the last map is the quotient map. Extend the linear map \(N\) to a linear map \(N : W \to W\) by letting it equal zero on some vector space complement of \(\ker(S) \subseteq W\).

**Lemma 3.6.** The linear maps
\[
\Sigma := TS + N, \quad \Sigma := T\Omega S + N : W \to W
\]
are both of determinant class and their determinants satisfy the relation
\[
\det(\Sigma) = \det(\Omega) \cdot \det(\Sigma).
\]

**Proof.** The fact that \(\Sigma\) and \(\Sigma\) are of determinant class follows immediately since the linear maps \(TS - 1 : W \to W\), \(\Omega - 1 : V \to V\) and \(N : W \to W\) are of finite rank.

In order to prove the identity of determinants we start by writing down an inverse of \(\Sigma\). To this end, choose pseudo-inverses
\[
T^\dagger : W \to V, \quad S^\dagger : V \to W, \quad N^\dagger : W \to W
\]
such that
\[
T^\dagger N = SN^\dagger = 0 \quad \text{and} \quad NS^\dagger = N^\dagger T = 0.
\]
The inverse of \(\Sigma\) is then given by the formula
\[
\Sigma^{-1} = N^\dagger + S^\dagger T^\dagger : W \to W.
\]
This implies that
\[
\Sigma^{-1} \Sigma = (N^\dagger + S^\dagger T^\dagger)(T\Omega S + N) = N^\dagger N + S^\dagger \Omega S.
\]
In particular, we get that
\[
\det(\Sigma^{-1} \Sigma) = \det(S^\dagger \Omega S : \text{Im}(S^\dagger) \to \text{Im}(S^\dagger)) = \det(\Omega).
\]
This proves the statement of the lemma. \(\Box\)
3.4. Independence of pseudo-inverses. We are now ready to prove that our perturbation isomorphism is independent of the choices of pseudo-inverses. This is the subject of the present subsection.

Let us make the general assumption that the common index of our Fredholm complexes

\[ \text{Ind}(D) = \text{Ind}(\Delta) \leq 0 \]

is less than or equal to zero. The independence result for the perturbation isomorphism can be verified in a similar fashion when the common index is greater than or equal to zero.

Choose alternative pseudo-inverses

\[
D_\# : X_+ \to X_- \quad \text{and} \quad D_- \to X_+
\]

of the Fredholm complexes

\[
D : X_+ \to X_- \quad \text{and} \quad \Delta : X_+ \to X_-
\]

As in Section 3.2 it is required that the differences

\[
d_+ - \delta_+ : X_+ \to X_- \quad \text{and} \quad d_- - \delta_- : X_+ \to X_-
\]

are operators of finite rank.

The associated Fredholm operators are denoted by

\[
\overline{\sigma}_+ := d_+ + d_- : X_+ \to X_- \quad \text{and} \quad \overline{\sigma}_- := d_- + d_+ : X_- \to X_+.
\]

The idempotents of finite rank are denoted by

\[
\overline{P}_+ := 1 - \overline{\sigma}_- \overline{\sigma}_+ : X_+ \to X_+ \quad \text{and} \quad \overline{P}_- := 1 - \overline{\sigma}_+ \overline{\sigma}_- : X_- \to X_-.\]

The relations between the various Fredholm operators is encoded in the following eight invertible maps,

\[
(3.2) \quad \begin{align*}
\Omega_d^- := 1 - \overline{\sigma}_- d_- + d_- d_+ & : X_+ \to X_+ \\
\Lambda_d^- := 1 - d_+ d_- + \overline{\sigma}_- d_- & : X_- \to X_- \\
\Omega_d^+ := 1 - d_+ d_+ + d_+ d_+ & : X_- \to X_- \\
\Lambda_d^+ := 1 - d_+ d_+ + d_+ d_+ & : X_- \to X_- \\
\Omega_\delta^- := 1 - \delta_- \delta_+ + \delta_- \delta_+ & : X_+ \to X_+ \\
\Lambda_\delta^- := 1 - \delta_+ \delta_- + \delta_+ \delta_- & : X_- \to X_- \\
\Omega_\delta^+ := 1 - \delta_+ \delta_+ + \delta_+ \delta_+ & : X_- \to X_- \\
\Lambda_\delta^+ := 1 - \delta_+ \delta_+ + \delta_+ \delta_+ & : X_- \to X_- \\
\end{align*}
\]

Here the invertibility follows by noting that all the maps are of the form \(1 + A\), where \(A\) has trivial square. Remark that these invertible maps are not necessarily of determinant class.
Lemma 3.7. We have the relations
\[ \Lambda_+^d \sigma_+ \Omega_+^d = \overline{\sigma}_+ : X_+ \to X_- , \quad \Lambda_+^d \sigma_- \Omega_+^d = \overline{\sigma}_- : X_- \to X_+ , \]
\[ \Lambda_-^d \tau_+ \Omega_-^d = \overline{\tau}_+ : X_+ \to X_- , \quad \Lambda_-^d \tau_- \Omega_-^d = \overline{\tau}_- : X_- \to X_+ , \]

between the Fredholm operators associated with different choices of pseudo-inverses.

Proof. We will only verify the first of these identities. The proof of the other identities is similar. This first identity follows from the computation
\[ \Lambda_+^d \sigma_+ \Omega_+^d = (1 - d_+^\dagger d_- + d_- d_+^\dagger)(d_+ + d_-^\dagger)(1 - d_- d_+^\dagger + d_- d_+^\dagger) \]
\[ = d_+ + d_- d_+^\dagger d_- d_+^\dagger \]
\[ = \overline{\sigma}_+ . \]

It follows from the above lemma that the isomorphisms in (3.2) induce isomorphisms
\[ \Omega_+^d : \text{Ker}(\overline{\sigma}_+) \to \text{Ker}(\sigma_+), \quad \Omega_-^d : \text{Ker}(\overline{\sigma}_-) \to \text{Ker}(\sigma_-) , \]
\[ \Lambda_+^d : \text{Coker}(\sigma_+) \to \text{Coker}(\overline{\sigma}_+), \quad \Lambda_-^d : \text{Coker}(\sigma_-) \to \text{Coker}(\overline{\sigma}_-) , \]
\[ \Omega_+^d : \text{Ker}(\overline{\tau}_+) \to \text{Ker}(\tau_+), \quad \Omega_-^d : \text{Ker}(\overline{\tau}_-) \to \text{Ker}(\tau_-) , \]
\[ \Lambda_+^d : \text{Coker}(\tau_+) \to \text{Coker}(\overline{\tau}_+), \quad \Lambda_-^d : \text{Coker}(\tau_-) \to \text{Coker}(\overline{\tau}_-) \]

between the various kernels and cokernels of our Fredholm operators.

Let us now choose a perturbation triple \((L, M, N)\) for the finite rank perturbation \(\sigma_+ \to \tau_+\) of Fredholm operators. Recall that the composition
\[ \text{Ker}(\sigma_+) \xrightarrow{L} X_- \xrightarrow{M} \text{Coker}(\sigma_+) \]
is an injective map and that the composition
\[ \text{Ker}(\tau_-) \xrightarrow{M} X_+ \xrightarrow{N} \text{Coker}(\tau_-) \]
is a surjective map. Recall furthermore that the composition
\[ \text{Ker}(M) \xrightarrow{N} X_- \xrightarrow{\text{Im}(L) + \text{Im}(\sigma_+)} X_- \]
is an isomorphism. The map \(N : \text{Ker}(\tau_-) \to X_-\) is extended to \(\text{Ker}(\tau_-)\) by letting it equal zero on a vector space complement of \(\text{Ker}(M) \subseteq \text{Ker}(\tau_-)\).

Define the linear maps
\[ \widetilde{L} := \Lambda_+^d L \Omega_+^d : \text{Ker}(\overline{\sigma}_+) \to X_- , \]
\[ \widetilde{M} := \Lambda_-^d M \Omega_-^d : \text{Ker}(\overline{\tau}_-) \to X_+ , \]
\[ \widetilde{N} := \Lambda_+^d N \Omega_+^d : \text{Ker}(\overline{\tau}_-) \to X_- \]
by combining the isomorphisms in (3.3) with the perturbation triple \((L, M, N)\).

Lemma 3.8. The triple of linear maps \((\widetilde{L}, \widetilde{M}, \widetilde{N})\) is a perturbation triple for the finite rank perturbation \(\overline{\sigma}_+ \to \overline{\tau}_+\).
Proof. This follows by construction, since \((L, M, N)\) is a perturbation triple for the finite rank perturbation \(\sigma_+ \to \tau_+\).

\[\begin{align*}
\text{Lemma 3.9.} & \quad \text{The maps between the homology groups of } D \text{ and } \Delta \text{ induced by the perturbation triple } (L, M, N) \text{ and the perturbation triple } (\tilde{L}, \tilde{M}, \tilde{N}) \text{ agree.} \\
\text{Proof.} & \quad \text{This follows by noting that the maps} \\
& \quad \Omega^d, \Omega^\delta : X_+ \to X_+, \quad \Omega^d_+, \Omega^\delta_+ : X_- \to X_- \\
& \quad \Lambda^d, \Lambda^\delta : X_- \to X_- \quad \Lambda^d_+, \Lambda^\delta_+ : X_+ \to X_+ \\
& \quad \text{all induce the identity map on the various homology groups in question. Indeed, this implies} \\
& \quad \text{that we have the following identities,} \\
& \quad L = \tilde{L} : H_+(D) \to H_-(D), \\
& \quad M = \tilde{M} : H_-(\Delta) \to H_+(\Delta), \\
& \quad N = \tilde{N} : H_+(D) \to H_-(\Delta) \\
& \quad \text{at the level of homology groups between the various maps induced by the perturbation triples.} \\
& \quad \text{Denote} \\
& \quad \Sigma := (\tilde{\sigma}_+ + \tilde{L}\tilde{P}_+)(\tau_- + \tilde{M}\tilde{Q}_-) + \tilde{N}\tilde{Q}_- : X_- \to X_- \quad \text{for the isomorphism of determinant class associated with the finite rank perturbation} \\
& \quad \tilde{\sigma}_+ \to \tilde{\tau}_+ \quad \text{and the perturbation triple } (\tilde{L}, \tilde{M}, \tilde{N}). \\
& \quad \text{Likewise, we have the isomorphism of determinant class} \\
& \quad \Sigma := (\sigma_+ + LP_+)(\tau_- + MQ_-) + NQ_- : X_- \to X_- \\
\text{Lemma 3.10.} & \quad \text{The determinants } \det(\Sigma) \text{ and } \det(\tilde{\Sigma}) \text{ coincide.} \\
\text{Proof.} & \quad \text{Remark first that we have the identities} \\
& \quad P_+\Omega^d_+ = P_+, \quad \tilde{P}_+\Omega^d_+ = \tilde{P}_+ \quad \text{and} \quad Q_-\Omega^\delta_+ = Q_-, \quad \tilde{Q}_-\Omega^\delta_+ = \tilde{Q}_-. \\
& \quad \text{Using Lemma 3.7 and the definition of the perturbation triple } (\tilde{L}, \tilde{M}, \tilde{N}) \text{ we can then} \\
& \quad \text{compute as follows,} \\
& \quad \tilde{\Sigma} = (\tilde{\sigma}_+ + \tilde{L}\tilde{P}_+)(\tau_- + \tilde{M}\tilde{Q}_-) + \tilde{N}\tilde{Q}_- \\
& \quad = \Lambda^d(\sigma_+\Omega^d_+ + L\Omega^d\tilde{P}_+)\Lambda^\delta_+(\tau_-\Omega^\delta_+ + M\Omega^\delta_+\tilde{Q}_-) + \Lambda^d\tilde{N}\Omega^\delta_+\tilde{Q}_- \\
& \quad = \Lambda^d(\sigma_+ + LP_+\tilde{P}_+)\Omega^d_+\Lambda^\delta_+(\tau_- + MQ_\tilde{Q}_-)\Omega^\delta_+ + \Lambda^d\tilde{N}\tilde{Q}_-\Omega^\delta_+ \\
& \quad = \Lambda^d((\sigma_+ + LP_+)((1 - P_+) + P_+\tilde{P}_+)\Omega^d_+\Lambda^\delta_+(\tau_- + MQ_-) + NQ_-) \\
& \quad \cdot ((1 - Q_-) + Q_-\tilde{Q}_-)\Omega^\delta_+. \\
& \quad \text{Next, we notice that the compositions} \\
& \quad \Omega^d_+\Lambda^\delta_+ : X_+ \to X_+, \quad \Omega^\delta_+\Lambda^d_+ : X_- \to X_- \quad \text{are of determinant class and have trivial determinants. This is a consequence of Lemma 3.5.}
An application of Lemma 3.6 therefore yields that
\[ \det(\Sigma) = \det(\Sigma) \cdot \det((1 - P_+) + P_+ \tilde{P}_+) \cdot \det((1 - Q_-) + Q_- \tilde{Q}_-). \]
It is thus enough to show that
\[ \det((1 - P_+) + P_+ \tilde{P}_+) = 1 = \det((1 - Q_-) + Q_- \tilde{Q}_-). \]

But this follows from the identities \( P_+ \tilde{P}_+ P_+ = P_+ \) and \( Q_- \tilde{Q}_- Q_- = Q_- \), which can be verified by a direct computation. \( \square \)

A combination of the results of Lemma 3.9 and Lemma 3.10 now shows that the perturbation isomorphism \( P(\Delta, D) : |D| \to |\Delta| \) is independent of the choice of pseudo-inverses \( D^\dagger \) and \( \Delta^\dagger \). Since we already know from the work of R. Carey and J. Pincus that the perturbation isomorphism \( P(\Delta, D) \) is independent of the choice of perturbation triple \( (L, M, N) \), we obtain the following theorem:

**Theorem 3.2.** The perturbation isomorphism \( P(\Delta, D) : |D| \to |\Delta| \) associated with the finite rank perturbation of Fredholm complexes \( D \to \Delta \) is independent of the choice of pseudo-inverses \( D^\dagger \) and \( \Delta^\dagger \) and of the choice of perturbation triple \( (L, M, N) \).

3.5. Algebraic properties of perturbation isomorphisms. Throughout this subsection \( D^1 = (X, d^1), D^2 = (X, d^2) \) and \( D^3 = (X, d^3) \) will be \( \mathbb{Z}/2\mathbb{Z} \)-graded Fredholm complexes such that the differences
\[ d_1^1 - d_1^2, d_2^2 - d_2^3 : X_+ \to X_- \quad \text{and} \quad d_1^1 - d_2^2, d_2^2 - d_3^3 : X_- \to X_+ \]
are of finite rank.

We will then state the main algebraic properties of the perturbation isomorphisms. This is the analogue of Theorem 3.1 in the context of Fredholm complexes.

**Theorem 3.3.** The perturbation isomorphisms satisfy the relations of symmetry and transitivity:

1. \( P(D^1, D^2) = P(D^2, D^1)^{-1}. \)
2. \( P(D^3, D^2) \circ P(D^2, D^1) = P(D^3, D^1). \)

**Proof.** This is a consequence of Theorem 3.1. Indeed, the perturbation isomorphisms for Fredholm complexes are defined in terms of the perturbation isomorphisms for Fredholm operators, see Definition 3.4. For the sake of completeness we give a detailed proof of the second identity and leave the first identity to the reader.

For each \( j \in \{1, 2, 3\} \) we choose a pseudo-inverse
\[ (D^j)^\dagger : X_- \xrightarrow{(d_+^j)^\dagger} X_+ \xrightarrow{(d_-^j)^\dagger} X_- \]
in such a way that the differences
\[ (d_+^1)^\dagger - (d_+^2)^\dagger, (d_+^2)^\dagger - (d_+^3)^\dagger : X_- \to X_+ \]
and
\[ (d_-^1)^\dagger - (d_-^2)^\dagger, (d_-^2)^\dagger - (d_-^3)^\dagger : X_+ \to X_- \]

are of finite rank.
are all of finite rank. For each \( j \in \{1, 2, 3\} \) we denote the associated Fredholm operators by
\[
\sigma^j_+ := d^j_+ + (d^j_+)^\dagger : X_+ \to X_- \quad \text{and} \quad \sigma^j_- := d^j_- + (d^j_-)^\dagger : X_- \to X_+.
\]

By definition we then have that
\[
egin{aligned}
P(D^3, D^2) &= P(\sigma^3_+, \sigma^2_+), \\
P(D^2, D^1) &= P(\sigma^2_+, \sigma^1_+), \\
P(D^3, D^1) &= P(\sigma^3_+, \sigma^1_+).
\end{aligned}
\]

An application of Theorem 3.1 then shows that
\[
egin{aligned}
P(D^3, D^2) \circ P(D^2, D^1) &= P(\sigma^3_+, \sigma^2_+) \circ P(\sigma^2_+, \sigma^1_+) \\
&= P(\sigma^3_+, \sigma^1_+) \\
&= P(D^3, D^1).
\end{aligned}
\]

This proves the theorem.

4. Vanishing of perturbation determinants

Throughout this section, \( D := (X, d) \) will be a \( \mathbb{Z}/2\mathbb{Z} \)-graded Fredholm complex.

Choose \( n_+, n_- \in \mathbb{N}_0 \) such that \( \text{Ind}(D) = n_- - n_+ \) and let \( C := (\mathbb{F}^n_+ \oplus \mathbb{F}^n_-, 0) \). The direct sum \( \tilde{D} := D \oplus C := (\tilde{X}, \tilde{d}) \) is then again a \( \mathbb{Z}/2\mathbb{Z} \)-graded Fredholm complex and
\[\text{Ind}(\tilde{D}) = \text{Ind}(D) + n_+ - n_- = 0.\]

Fix two linear maps \( F_- : \mathbb{F}^n_- \to X_+ \) and \( F_+ : \mathbb{F}^n_+ \to X_- \) such that
\[d_+ \circ F_- = 0 \quad \text{and} \quad d_- \circ F_+ = 0.\]

Furthermore, let \( N_+ : \mathbb{F}^n_+ \to \mathbb{F}^n_- \) be a linear map such that
\[F_- N_+ = 0 \quad \text{and} \quad F_+(\text{Ker}(N_+)) = \text{Im}(F_+).\]

Define the perturbed differential \( \hat{d} \) on \( \tilde{X} \) by
\[
\hat{d}_+ := \begin{pmatrix} d_+ & F_+ \\ 0 & N_+ \end{pmatrix} : X_+ \oplus \mathbb{F}^n_+ \to X_- \oplus \mathbb{F}^n_-, \quad \hat{d}_- := \begin{pmatrix} d_- & F_- \\ 0 & 0 \end{pmatrix} : X_- \oplus \mathbb{F}^n_- \to X_+ \oplus \mathbb{F}^n_+.
\]

Let \( \hat{D} := (\tilde{X}, \hat{d}) \) denote the associated \( \mathbb{Z}/2\mathbb{Z} \)-graded Fredholm complex.

The main aim of this section is to provide a simple description of the perturbation isomorphism
\[P(\hat{D}, \tilde{D}) : |\tilde{D}| \to |\hat{D}|\]
associated with the finite rank perturbation \( \tilde{D} \to \hat{D} \). We start with a preliminary lemma.
**Lemma 4.1.** Let \( Q_+ \subseteq \text{Ker}(d_+) \) and \( Q_- \subseteq \text{Ker}(d_-) \) be subspaces such that the quotient maps
\[
Q_+ \to \text{Ker}(d_+)/\text{Im}(d_-) + \text{Im}(F_-)
\]
and
\[
Q_- \to \text{Ker}(d_-)/\text{Im}(d_+) + \text{Im}(F_+)
\]
are isomorphisms. Let \( E_+ : X_+ \to X_+ \) and \( E_- : X_- \to X_- \) be idempotents with
\[
E_+|\text{Im}(d_-)+\text{Im}(F_-) = 0, \quad E_-|\text{Im}(d_+)+\text{Im}(F_+) = 0, \quad \text{Im}(E_+) = Q_+, \quad \text{Im}(E_-) = Q_-.
\]
Furthermore, let \( \Omega_- : \mathbb{F}^n^- \to \mathbb{F}^n^- \) be an idempotent with \( \text{Im}(\Omega_-) = \text{Im}(N_+) \). Then the linear maps
\[
\phi_+ := \begin{pmatrix} E_+ & 0 \\ 0 & 1 \end{pmatrix} : X_+ \oplus \mathbb{F}^n^+ \to X_+ \oplus \mathbb{F}^n^+,
\]
\[
\phi_- := \begin{pmatrix} E_- & 0 \\ 0 & 1 - \Omega_- \end{pmatrix} : X_- \oplus \mathbb{F}^n^- \to X_- \oplus \mathbb{F}^n^-
\]
induce injective maps \( \phi_+ : H_+/(\hat{D}) \to H_+/(\hat{D}) \) and \( \phi_- : H_-/(\hat{D}) \to H_-/(\hat{D}) \).

**Proof.** It is clear that the map \( \phi_+ \) induces a map between the homology groups \( H_+/(\hat{D}) \) and \( H_+/(\hat{D}) \). Suppose thus that \([E_+ \xi, \lambda] = 0\) in \( H_+/(\hat{D})\) for some \((\xi, \lambda) \in X_+ \oplus \mathbb{F}^n^+\) with \((d_+ \xi + F_+ \lambda, N_+ \lambda) = 0\). It then follows that \( \lambda = 0 \) and \( E_+ \xi = 0 \). We therefore also have that \( \xi \in \text{Ker}(d_+) \). Now, since the quotient map \( Q_+ \to \text{Ker}(d_+)/\text{Im}(d_-) + \text{Im}(F_-) \) is an isomorphism we may find a \((\eta, \mu) \in X_- \oplus \mathbb{F}^n^-\) such that \( d_- \eta + F_- \mu + E_+ \xi = \xi \). But this shows that \((\xi, \lambda) = (d_- \eta + F_- \mu, 0) \in \text{Im}(\hat{D})\) and we conclude that \( \phi_+ : H_+/(\hat{D}) \to H_+/(\hat{D}) \) is injective.

A similar argument proves that \( \phi_- \) induces an injective map
\[
\phi_- : H_-/(\hat{D}) \to H_-/(\hat{D}).
\]

Define the subspaces
\[
W_+ := \{\lambda \in \text{Ker}(N_+) \mid F_+(\lambda) \in \text{Im}(d_+)\},
\]
\[
W_- := \{\lambda \in \mathbb{F}^n^- \mid F_-(\lambda) \in \text{Im}(d_-)\}.
\]

We are now ready to state the main result of this section.

**Proposition 4.2.** Let \( L : H_+/(\hat{D}) \to H_-/(\hat{D}) \) and \( M : H_-/(\hat{D}) \to H_+/(\hat{D}) \) be isomorphisms. Suppose that there exist subspaces \( V_+ \subseteq \text{Ker}(N_+), Q_+ \subseteq \text{Ker}(d_+), Z_+ \subseteq \text{Ker}(F_+) \) and \( V_- \subseteq \mathbb{F}^n^-, Q_- \subseteq \text{Ker}(d_-) \) such that:

1. \( \text{Ker}(N_+) = V_+ + W_+, \mathbb{F}^n^+ = V_+ + W_+ + Z_+ \) and \( \mathbb{F}^n^- = V_- + W_- \).
2. The quotient maps
\[
Q_+ \to \text{Ker}(d_+)/\text{Im}(d_-) + \text{Im}(F_-) \quad \text{and} \quad Q_- \to \text{Ker}(d_-)/\text{Im}(d_+) + \text{Im}(F_+)
\]
are isomorphisms.
(3) \( L[F_-(v_-), v_+ + z_+] = [F_+(v_+), v_- + N_+ z_+] \) for all \( v_+ \in V_+, z_+ \in \mathbb{Z}_+ \) and \( v_- \in V_- \).

(4) The diagram

\[
\begin{array}{ccc}
H_-(\hat{D}) & \xrightarrow{\phi_-} & H_-(\widetilde{D}) \\
M & & \downarrow L^{-1} \\
H_+(\hat{D}) & \xrightarrow{\phi_+} & H_+(\widetilde{D})
\end{array}
\]

commutes, where \( \phi_+ \) and \( \phi_- \) are defined as in Lemma 4.1.

The perturbation isomorphism \( P(\hat{D}, \widetilde{D}) \) is then given by

\[
P(\hat{D}, \widetilde{D}) : s_+ \otimes (Ls_+)^* \mapsto M s_- \otimes s_-^*
\]

for all non-zero vectors \( s_+ \in \det(H_+(\hat{D})) \) and \( s_- \in \det(H_-(\hat{D})) \).

The proof of the above proposition will be carried out in several steps. The first step consists of constructing reasonable pseudo-inverses of \( \phi_- \) and \( \phi_+ \).

To this end, choose a pseudo-inverse \( \hat{D} \) such that

\[
(d^\dagger_- F_-)|_{V_-} = 0, \quad d^\dagger_+ E_+ = 0, \quad E_- d^\dagger_- = 0,
\]

\[
(d^\dagger_+ F_+)|_{V_+} = 0, \quad d^\dagger_- E_- = 0, \quad E_+ d^\dagger_+ = 0.
\]

The \( \mathbb{Z}/2\mathbb{Z} \)-graded Fredholm complex

\[
\hat{D}^\dagger : X_- \oplus \mathbb{F}^{n_-} \xrightarrow{\begin{pmatrix} d^\dagger_- & 0 \\ 0 & 0 \end{pmatrix}} X_+ \oplus \mathbb{F}^{n_+} \xrightarrow{\begin{pmatrix} d^\dagger_+ & 0 \\ 0 & 0 \end{pmatrix}} X_- \oplus \mathbb{F}^{n_-}
\]

is then a pseudo-inverse of \( \hat{D} \).

In order to find a pseudo-inverse of \( \hat{D} \), define the maps

\[
G_- : X_- \to \mathbb{F}^{n_+} \quad \text{and} \quad G_+ : X_+ \to \mathbb{F}^{n_-}
\]

by

\[
G_-|_{Q_- + \text{Im}(d_+)} + \text{Im}(d^\dagger_-) = 0, \quad G_-(F_+(v_+)) = v_+.
\]

\[
G_+|_{Q_+ + \text{Im}(d_-) + \text{Im}(d^\dagger_+)} = 0, \quad G_+(F_-(v_-)) = v_-
\]

for all \( v_+ \in V_+ \) and \( v_- \in V_- \). Furthermore, define a pseudo-inverse of \( N_+ : \mathbb{F}^{n_+} \to \mathbb{F}^{n_-} \) such that \( V_- + (1 - Q_-) W_- = \text{Ker}(N_+^\dagger) \) and \( \text{Im}(N_+^\dagger) = \mathbb{Z}_+ \). Here we are using the fact that \( \mathbb{F}^{n_-} = V_- + (1 - Q_-) W_- + \text{Im}(N_+) \).

**Lemma 4.3.** The \( \mathbb{Z}/2\mathbb{Z} \)-graded Fredholm complex

\[
\hat{D}^\dagger : X_- \oplus \mathbb{F}^{n_-} \xrightarrow{\begin{pmatrix} d^\dagger_- & 0 \\ G_- N_+^\dagger \\ 0 \end{pmatrix}} X_+ \oplus \mathbb{F}^{n_+} \xrightarrow{\begin{pmatrix} d^\dagger_+ & 0 \\ 0 & G_+ \end{pmatrix}} X_- \oplus \mathbb{F}^{n_-}
\]

is a pseudo-inverse of \( \hat{D} \).
Proof. Notice first that $\hat{d}_- \hat{d}_+ = 0$ and $\hat{d}_+ \hat{d}_- = 0$. It is therefore enough to prove the identities

$$\hat{d}_+ \hat{d}_+ \hat{d}_+ = \hat{d}_+, \quad \hat{d}_+ \hat{d}_+ \hat{d}_+ = \hat{d}_+$$

and

$$\hat{d}_- \hat{d}_- \hat{d}_- = \hat{d}_-, \quad \hat{d}_- \hat{d}_- \hat{d}_- = \hat{d}_-.$$  

We will focus on proving the two identities involving $\hat{d}_+$ and $\hat{d}_+$ since the proof of the remaining two identities is similar.

To this end, remark that

$$\hat{d}_+ \hat{d}_+ \hat{d}_+ = \left( \begin{array}{cc} d_+ & F_+ \\ 0 & N_+ \end{array} \right) \left( \begin{array}{cc} d_+ & 0 \\ 0 & N_+^\dagger \end{array} \right) = \left( \begin{array}{cc} F_+ d_+ + d_+ d_+^\dagger & 0 \\ 0 & N_+ N_+^\dagger \end{array} \right).$$

This implies that

$$\hat{d}_+ \hat{d}_+ \hat{d}_+ = \left( \begin{array}{cc} d_+ & F_+ + d_+ d_+^\dagger F_+ \\ 0 & N_+ \end{array} \right) = \hat{d}_+$$

and furthermore that

$$\hat{d}_+ \hat{d}_+ \hat{d}_+ = \left( \begin{array}{cc} d_+ & 0 \\ G_+ F_+ G_- & N_+ \end{array} \right) = \hat{d}_+.$$  

These computations prove the lemma. \(\square\)

We can now define the Fredholm operators

$$\sigma_+ := \tilde{d}_+ + \tilde{d}_-, \quad \tau_+ := \hat{d}_+ + \hat{d}_- : X_+ \oplus \mathbb{P}^{n_+} \to X_- \oplus \mathbb{P}^{n_-},$$

and

$$\sigma_- := \tilde{d}_- + \tilde{d}_+, \quad \tau_- := \hat{d}_- + \hat{d}_+ : X_- \oplus \mathbb{P}^{n_-} \to X_+ \oplus \mathbb{P}^{n_+}.$$  

The next step in the proof of Proposition 4.2 is to construct appropriate isomorphisms

$$\mathcal{L} : \text{Ker}(\sigma_+) \to \text{Ker}(\sigma_-) \quad \text{and} \quad \mathcal{M} : \text{Ker}(\tau_-) \to \text{Ker}(\tau_+)$$

which induce

$$\text{det}(L) : \text{det}(H_+(\tilde{D})) \to \text{det}(H_-(-\tilde{D})) \quad \text{and} \quad \text{det}(M) : \text{det}(H_-(-\tilde{D})) \to \text{det}(H_+(\tilde{D}))$$

at the level of determinants of homology groups.

To carry out this step, we need a better understanding of the homology groups $H_+(\tilde{D})$ and $H_-(-\tilde{D})$. This is provided by the following lemma:

**Lemma 4.4.** The idempotents $\Pi_+ := 1 - \tau_- \tau_+$ and $\Pi_- := 1 - \tau_+ \tau_-$ induce isomorphisms

$$\Pi_+ : Q_+ \oplus W_+ \to \text{Ker}(\tau_+) \quad \text{and} \quad \Pi_- : Q_- \oplus (1 - \Omega_-) W_- \to \text{Ker}(\tau_-).$$

The inverses are induced by the maps $\phi_+ \in \mathcal{L}(\tilde{X}_+)$ and $\phi_- \in \mathcal{L}(\tilde{X}_-).$
Proof. We will only prove the claim on \( \Pi_+ \) since the case of \( \Pi_- \) follows a similar pattern.

Remark first that \( \phi_+ (\xi, \lambda) = (E_+ \xi, \lambda) \in Q_+ \oplus W_+ \) whenever \( (\xi, \lambda) \in \text{Ker}(\tau_+) \). Indeed, since \( E_+ \xi \in Q_+ \) by definition of \( E_+ \) it suffices to show that \( \lambda \in W_+ \). But this follows by noting that \( N_+ \lambda = 0 \) and \( F_+ \lambda \in \text{Im}(d_+) \) since \( F_+ \lambda + d_+ \xi = 0 \).

To continue, we compute that

\[
\Pi_+ = 1 - d_+^+ d_+^+ - d_-^+ d_-^+ \\
= 1 - \begin{pmatrix} d_+^+ & 0 \\ G_+ & N_+^+ \end{pmatrix} \begin{pmatrix} d_+ & F_+ \\ 0 & N_+ \end{pmatrix} - \begin{pmatrix} d_- & F_- \\ 0 & 0 \end{pmatrix} \begin{pmatrix} d_+^+ & 0 \\ G_+ & 0 \end{pmatrix} \\
= \begin{pmatrix} 1 - d_+^+ d_+ - d_-^+ d_- - F_- G_+ & -d_+^+ F_+ \\ 0 & 1 - G_- F_+ - N_+^+ N_+ \end{pmatrix}.
\]

The above computation implies that

\[
\phi_+ \Pi_+ = \begin{pmatrix} E_+ & 0 \\ 0 & 1 - G_- F_+ - N_+^+ N_+ \end{pmatrix}.
\]

This shows that

\[(\phi_+ \Pi_+) |_{Q_+ \oplus W_+} = 1.\]

To prove the claim on \( \Pi_+ \) it is therefore enough to show that \( \phi_+ : \text{Ker}(\tau_+) \to Q_+ \oplus W_+ \) is injective. But this is a consequence of Lemma 4.1. \( \square \)

Let us now choose an isomorphism \( \mathcal{L} : \text{Ker}(\sigma_+) \to \text{Ker}(\sigma_-) \) such that

\[
\mathcal{L}(F_-(v_), v_+ + z_+) = (F_+(v_+), v_- + N_+ z_+),
\]

\[
\mathcal{L}(Q_+ \oplus W_+) = Q_- \oplus (1 - \Omega_-) W_-
\]

for all \( v_-, v_+ \in V_+ \) and \( z_+ \in Z_+ \). We may furthermore arrange that the isomorphism \( \mathcal{L} \) induces \( \text{det}(L) : \text{det}(H_+(\overline{D})) \to \text{det}(H_-(...)) \) at the level of determinants of homology groups. Remark here that

\[
\text{Ker}(\sigma_+) = (F_- V_- + Q_+) \oplus \overline{P}^{n_+} \quad \text{and} \quad \text{Ker}(\sigma_-) = (Q_- + F_+(V_+)) \oplus \overline{P}^{n_-}.
\]

Choose the isomorphism \( \mathcal{M} := \Pi_+ \mathcal{L}^{-1} \phi_- : \text{Ker}(\tau_-) \to \text{Ker}(\tau_+) \), see Lemma 4.4. It then follows from Proposition 4.2 (4) that \( \mathcal{M} \) induces \( \text{det}(M) : \text{det}(H_-(\overline{D})) \to \text{det}(H_+(\overline{D})) \) at the level of determinants of homology groups.

To prove Proposition 4.2 it therefore suffices to show that the determinant of

\[
\Sigma := (\tau_- + \mathcal{M}) \Pi_- (\sigma_+ + \mathcal{L} P_+) : \overline{X}_+ \to \overline{X}_+
\]

is equal to one, where \( P_+ := 1 - \sigma_- \sigma_+ \).

Lemma 4.5. We have \( \text{det}(\Sigma) = 1. \)

Proof. We compute each of the four terms in the product

\[
\Sigma = \tau_- \sigma_+ + \mathcal{M} \Pi_- \sigma_+ + \tau_- \mathcal{L} P_+ + \mathcal{M} \Pi_- \mathcal{L} P_+
\]

separately.
The first term is given by

\[
\tau_{-}\sigma_{+} = \begin{pmatrix}
    (d_- + d_+^\dagger)(d_+ + d_+^\dagger) & 0 \\
    G_-(d_+ + d_+^\dagger) & 0 
\end{pmatrix} = 1 - P_+.
\]

To compute the second term we note that a computation similar to (4.1) yields that

\[
\Pi_{-} = \begin{pmatrix}
    1 - d_+^\dagger d_- - d_+ d_+^\dagger - F_+ G_- & -d_+^\dagger F_- \\
    0 & 1 - G_+ F_- - N_+ N_+^\dagger
\end{pmatrix}.
\]

This implies that

\[
\Pi_{-}\sigma_{+} = \begin{pmatrix}
    -F_+ G_-(d_+ + d_+^\dagger) & 0 \\
    0 & 0 
\end{pmatrix} = 0.
\]

In particular, we have that \(\mathcal{M}\Pi_{-}\sigma_{+} = 0\).

In order to compute the third term, let \(v_+ \in V_+\), \(v_- \in V_-\), \(w_+ \in W_+\), \(z_+ \in Z_+\) and \(q_+ \in Q_+\). Then

\[
(\tau_{-}\mathcal{L})(F_-(v_-) + q_+, v_+ + w_+ + z_+) = \tau_{-}\mathcal{L}(q_+, w_+) + \tau_{-}(F_+ v_+, v_- + N_+ z_+)
\]

\[
= \begin{pmatrix}
0 & F_- \\
0 & 0 
\end{pmatrix} \mathcal{L}(q_+, w_+) + (F_- v_-, v_+ + z_+).
\]

The last term is given by

\[
(\mathcal{M}\Pi_{-}\mathcal{L})(F_-(v_-) + q_+, v_+ + w_+ + z_+) = (\Pi_{+}\mathcal{L}^{-1} \phi_{-}\Pi_{-}\mathcal{L})(q_+, w_+)
\]

\[
= \Pi_{+}(q_+, w_+)
\]

\[
= (q_+ - d_+^\dagger F_+ w_+, w_+)
\]

for all \(v_+ \in V_+, v_- \in V_-\), \(w_+ \in W_+\), \(z_+ \in Z_+\) and \(q_+ \in Q_+\).

It follows from the above computations that

\[
\Sigma = 1 + \begin{pmatrix}
0 & F_- \\
0 & 0 
\end{pmatrix} \mathcal{L} \begin{pmatrix}
E_+ & 0 \\
0 & 1 - G_+ F_+ - N_+^\dagger N_+
\end{pmatrix}
\]

\[
+ \begin{pmatrix}
0 & -d_+^\dagger F_+ (1 - G_+ F_+ - N_+^\dagger N_+) \\
0 & 0 
\end{pmatrix}.
\]

But this shows that \(\text{det}(\Sigma) = 1\) since the finite rank operator

\[
\begin{pmatrix}
0 & F_- \\
0 & 0 
\end{pmatrix} \mathcal{L} \begin{pmatrix}
E_+ & 0 \\
0 & 1 - G_+ F_+ - N_+^\dagger N_+
\end{pmatrix}
\]

\[
+ \begin{pmatrix}
0 & -d_+^\dagger F_+ (1 - G_+ F_+ - N_+^\dagger N_+) \\
0 & 0 
\end{pmatrix} : \tilde{X}_+ \to \tilde{X}_+
\]

has trivial square. \(\square\)
5. Perturbations of mapping cone triangles

Throughout this section, \( D^1 := (X^1, d^1) \) and \( D^2 := (X^2, d^2) \) will be \( \mathbb{Z}/2\mathbb{Z} \)-graded Fredholm complexes. Furthermore, these two complexes will be linked by a chain map \( A : D^1 \to D^2 \).

The mapping cone of \( A \) will be denoted by \( D^\Sigma := C^A \).

The notation \( T(D^\Sigma) : |D^2| \to |D^1| \otimes |D| \) will refer to the torsion isomorphism associated with the mapping cone triangle

\[
D^1 \to D^2 \to D^\Sigma \to TD^1.
\]

See Definition 2.5.

On top of this data, we will consider two alternative differentials \( \delta^1 : X^1 \to X^1 \) and \( \delta^2 : X^2 \to X^2 \) on the chains of \( D^1 \) and \( D^2 \), respectively. The resulting complexes are denoted by \( \Delta^1 := (X^1, \delta^1) \) and \( \Delta^2 := (X^2, \delta^2) \). Let also \( B : \Delta^1 \to \Delta^2 \) be a chain map and denote the mapping cone complex by \( \Delta := (X, \delta) := C^B \).

It will be a standing assumption that \( d^+ - \delta^+ : X^+ \to X^- \) and \( d^- - \delta^- : X^- \to X^+ \) have finite rank.

It follows from this assumption that the complexes \( \Delta^1, \Delta^2 \) and \( \Delta \) are Fredholm. Furthermore their determinants are linked to the determinants of \( D^1, D^2 \) and \( D \) by the perturbation isomorphisms,

\[
P(\Delta^1, D^1) : |D^1| \to |\Delta^1|, \quad P(\Delta^2, D^2) : |D^2| \to |\Delta^2| \quad \text{and} \quad P(\Delta, D) : |D| \to |\Delta|.
\]

See Section 3.2.

We let \( T(\Delta) : |\Delta^2| \to |\Delta^1| \otimes |\Delta| \) denote the torsion isomorphism associated with the mapping cone triangle

\[
\begin{array}{ccc}
\Delta^1 & \xrightarrow{B} & \Delta^2 \\
\downarrow & & \downarrow \\
\Delta & \xrightarrow{q} & T\Delta^1.
\end{array}
\]

The main result of this section can now be announced. It provides a fundamental relation between perturbation isomorphisms and torsion isomorphisms.

**Theorem 5.1.** Suppose that \( d^+ - \delta^+ : X^+ \to X^- \) and \( d^- - \delta^- : X^- \to X^+ \) have finite rank and that \( D^1 \) and \( D^2 \) are Fredholm. Then the following diagram commutes,

\[
\begin{array}{ccc}
|D^2| & \xrightarrow{T(\Delta)} & |D^1| \otimes |D| \\
\downarrow & & \downarrow \\
|\Delta^2| & \xrightarrow{T(\Delta)} & |\Delta^1| \otimes |\Delta|.
\end{array}
\]

The proof of this theorem will be carried out in several steps during the next subsections. In the first subsection we shall see how we can reduce the theorem to the case where all the involved complexes have index zero. In the second subsection we will reduce the problem...
further to the case where the subcomplexes $D^2$ and $\Delta^2$ are exact. In the third subsection we will prove the theorem when $D^2$ and $\Delta^2$ are assumed to be exact and then finally, in the last subsection, we shall recollect our results and give a full proof of Theorem 5.1.

5.1. Reduction to index zero. Let $n_+, n_- \in \mathbb{N}_0$ and $m_+, m_- \in \mathbb{N}_0$ be non-negative integers with $\text{Ind}(D^1) = n_--n_+$ and $\text{Ind}(D^2) = m_--m_+$.

Consider the $\mathbb{Z}/2\mathbb{Z}$-graded Fredholm complexes

$$C^1 := (\mathbb{F}^{n_+} \oplus \mathbb{F}^{n_-}, 0) \quad \text{and} \quad C^2 := (\mathbb{F}^{m_+} \oplus \mathbb{F}^{m_-}, 0).$$

Form the direct sums $\tilde{D}^1 := D^1 \oplus C^1$, $\tilde{D}^2 := D^2 \oplus C^2$ and $\tilde{D} := D \oplus TC^1 \oplus C^2$. Remark that all of these $\mathbb{Z}/2\mathbb{Z}$-graded Fredholm complexes have index zero.

Let $T(\tilde{D}) : |\tilde{D}^2| \to |\tilde{D}^1| \otimes |\tilde{D}|$ denote the torsion isomorphism associated with the six term exact sequence

$$H_+ (D^1) \oplus \mathbb{F}^{n_+} \xrightarrow{(A_+ \otimes 0)} H_+ (D^2) \oplus \mathbb{F}^{m_+} \xrightarrow{i_+ \oplus \iota_+} H_+ (D) \oplus \mathbb{F}^{n_-} \oplus \mathbb{F}^{m_-} \xrightarrow{p_+ \oplus \pi_+}$$

$$H_- (D) \oplus \mathbb{F}^{n_+} \oplus \mathbb{F}^{m_-} \xleftarrow{i_- \oplus \iota_-} H_- (D^2) \oplus \mathbb{F}^{m_-} \xleftarrow{(A_- \otimes 0)} H_- (D^1) \oplus \mathbb{F}^{n_-} ,$$

where $\iota_+ : \mathbb{F}^{m_+} \to \mathbb{F}^{n_-} \oplus \mathbb{F}^{m_-}$, $\iota_- : \mathbb{F}^{m_-} \to \mathbb{F}^{n_+} \oplus \mathbb{F}^{m_-}$ and $\pi_+ : \mathbb{F}^{n_-} \oplus \mathbb{F}^{m_-} \to \mathbb{F}^{n_+}$, $\pi_- : \mathbb{F}^{n_-} \oplus \mathbb{F}^{m_-} \to \mathbb{F}^{n_+}$ are the obvious inclusion and projection maps.

We may apply a similar construction to the $\mathbb{Z}/2\mathbb{Z}$-graded Fredholm complexes $\Delta^1$, $\Delta^2$ and $\Delta$. In this way we obtain a torsion isomorphism $T(\tilde{\Delta}) : |\tilde{\Delta}^2| \to |\tilde{\Delta}^1| \otimes |\tilde{\Delta}|$.

We denote the perturbation isomorphisms coming from the finite rank perturbations $\tilde{D}^1 \to \tilde{\Delta}^1$, $\tilde{D}^2 \to \tilde{\Delta}^2$ and $\tilde{D} \to \tilde{\Delta}$ by

$$P(\Delta^1, \tilde{D}^1) : |\tilde{D}^1| \to |\tilde{\Delta}^1| \quad P(\Delta^2, \tilde{D}^2) : |\tilde{D}^2| \to |\tilde{\Delta}^2| \quad \text{and} \quad P(\tilde{\Delta}, \tilde{D}) : |\tilde{D}| \to |\tilde{\Delta}|.$$

The main result of this subsection can now be announced. It provides the first step in the proof of Theorem 5.1. Indeed, with the next proposition in hand, we only need to prove Theorem 5.1 in the case where all the involved complexes have index zero.

**Proposition 5.1.** The diagram

$$\begin{align*}
|D^2| & \xrightarrow{T(\tilde{D})} |D^1| \otimes |D|V \\
P(\Delta^2, D^2) & \downarrow \\
|\Delta^2| & \xrightarrow{T(\tilde{\Delta})} |\Delta^1| \otimes |\Delta|
\end{align*}$$

commutes if and only if the diagram

$$\begin{align*}
|\tilde{D}^2| & \xrightarrow{T(\tilde{D})} |\tilde{D}^1| \otimes |\tilde{D}| \\
P(\tilde{\Delta}^2, \tilde{D}^2) & \downarrow \\
|\tilde{\Delta}^2| & \xrightarrow{T(\tilde{\Delta})} |\tilde{\Delta}^1| \otimes |\tilde{\Delta}|
\end{align*}$$

commutes.
The proof of Proposition 5.1 will rely on two lemmas.

Let us fix non-zero vectors $\omega_+^1 \in |\mathbb{F}^n+|$, $\omega_-^1 \in |\mathbb{F}^n-|$ and $\omega_+^2 \in |\mathbb{F}^m+|$, $\omega_-^2 \in |\mathbb{F}^m-|$. We then have the isomorphisms

\[
i_{\omega_1} : |D|^1 \to |\tilde{D}|, \quad i_{\omega_2} : s_+^1 \otimes (s_-^1)^* \to (s_+^1 \wedge \omega_+^1) \otimes (s_-^1 \wedge \omega_-^1)^*,
\]

\[
i_{\omega_2} : |D|^2 \to |\tilde{D}|, \quad i_{\omega_2} : s_+^2 \otimes (s_-^2)^* \to (s_+^2 \wedge \omega_+^2) \otimes (s_-^2 \wedge \omega_-^2)^*,
\]

\[
i_{\omega} : |D| \to |\tilde{D}|. \quad i_{\omega} : s_+ \otimes s_-^* \to (s_+ \wedge \omega_+ \wedge \omega_+^2) \otimes (s_- \wedge \omega_- \wedge \omega_-^2)^*.
\]

The same notation will be applied for the corresponding isomorphisms for the $\mathbb{Z}/2\mathbb{Z}$-graded Fredholm complexes $\Delta^1$, $\tilde{\Delta}^1$, etc.

The first lemma provides a relation between the torsion isomorphisms

\[
T(\mathcal{O}) : |D|^2 \to |D|^1 \otimes |D| \quad \text{and} \quad T(\tilde{\mathcal{O}}) : |\tilde{D}|^2 \to |\tilde{D}|^1 \otimes |\tilde{D}|.
\]

We notice that a similar relation will hold for the torsion isomorphisms

\[
T(\Delta) : |\Delta|^2 \to |\Delta|^1 \otimes |\Delta| \quad \text{and} \quad T(\tilde{\Delta}) : |\tilde{\Delta}|^2 \to |\tilde{\Delta}|^1 \otimes |\tilde{\Delta}|.
\]

**Lemma 5.2.** The diagram

\[
\begin{array}{ccc}
|D|^2 & \xrightarrow{T(\mathcal{O})} & |D|^1 \otimes |D| \\
i_{\omega_2} \downarrow & & \downarrow i_{\omega_1} \otimes i_{\omega} \\
|\tilde{D}|^2 & \xrightarrow{T(\tilde{\mathcal{O}})} & |\tilde{D}|^1 \otimes |\tilde{D}|
\end{array}
\]

commutes up to the sign $(-1)^{(n-+n+(m+)+m-)}$.

**Proof.** Fix non-zero vectors

\[
t_+^1 \in |H_+(D^1(1))|, \quad t_+^2 \in |H_+(D^2(1))|, \quad t_+ \in |H_+(D)(1)|,
\]

\[
t_-^1 \in |H_-(D^1(1))|, \quad t_-^2 \in |H_-(D^2(1))|, \quad t_- \in |H_-(D)(1)|.
\]

Applying the definition of the maps involved we obtain that

\[
(i_{\omega_1} \otimes i_{\omega}) \circ T(\mathcal{O})(A_+t_+^1 \wedge t_+^2 \otimes (A_-t_-^1 \wedge t_-^2)^*)
\]

\[
= p_-t_- \wedge t_+^1 \wedge \omega_+ \otimes (p_+t_+ \wedge t_-^1 \wedge \omega_-^1)^* \\
\otimes i_+t_+^2 \wedge t_+ \wedge \omega_+ \wedge \omega_+^2 \otimes (i_-t_-^2 \wedge t_- \wedge \omega_- \wedge \omega_-^2)^* \cdot (-1)^{\mu(\mathcal{O})},
\]

where the sign is given by

\[
\mu(\mathcal{O}) = (\varepsilon(t_+^2) + 1) \cdot (\varepsilon(t_-^1) + \varepsilon(t_+^1)) + \varepsilon(t_-^1) \cdot (\varepsilon(t_+^1) + \varepsilon(t_-^2)) \\
+ \varepsilon(t_-^2) \cdot (\varepsilon(t_+^2) + \varepsilon(t_-^2)) + \varepsilon(t_+^1).
\]

See Definition 2.1. On the other hand we have that

\[
(T(\tilde{\mathcal{O}}) \circ i_{\omega_2})(A_+t_+^1 \wedge t_+^2 \otimes (A_-t_-^1 \wedge t_-^2)^*)
\]

\[
= T(\tilde{\mathcal{O}})(A_+t_+^1 \wedge t_+^2 \wedge \omega_+ \wedge (A_-t_-^1 \wedge t_-^2 \wedge \omega_-^2)^*)
\]

\[
= p_-t_- \wedge \omega_+^1 \wedge t_+^1 \otimes (p_+t_+ \wedge \omega_-^1 \wedge t_-^1)^* \\
\otimes i_+t_+^2 \wedge \omega_+^2 \wedge t_+ \wedge \omega_+ \wedge (i_-t_-^2 \wedge \omega_- \wedge t_- \wedge \omega_-^2)^* \cdot (-1)^{\mu(\tilde{\mathcal{O}})},
\]
where the sign is given by
\[ \mu(\overline{D}) = (\varepsilon(t_1^+ + m_+ + 1) \cdot (\varepsilon(t_1^+ + n+) + (\varepsilon(t_-) + n_+ + n_+)) + (\varepsilon(t_-) + n_+ + n_+) \cdot (\varepsilon(t_1^+ + n_+) + m_+) + \varepsilon(t_-) + n_+) + m_+ + n_+ + n_- \]

It is therefore enough to show that
\[ (-1)^{\mu(\overline{D}) + \mu(\overline{\Delta})} + n_+ \cdot (\varepsilon(t_1^+) + n_+ + n_-) \cdot (\varepsilon(t_1^+) + m_+ + n_+) + m_- \cdot (\varepsilon(t_-) + n_+) = (-1)^{n_+ + n_+ + m_+ + m_-} \]

But this identity is verified by the following straightforward computation,
\[ (-1)^{\mu(\overline{D}) + \mu(\overline{\Delta})} + n_+ \cdot (\varepsilon(t_1^+) + n_+ + n_-) \cdot (\varepsilon(t_1^+) + m_+ + n_+) + m_- \cdot (\varepsilon(t_-) + n_+) = (-1)^{n_+ + (m_+ + m_-) + n_-} \]

where we have applied that \( \text{Ind}(D^1) = n_- - n_+ \) and \( \text{Ind}(D^2) = m_- - m_+ \).

It follows from the above lemma that the diagram in (5.2) commutes if and only if the diagram
\[ |D^2| \xrightarrow{T(\overline{D})} |D^1| \otimes |D| \]
\[ \downarrow(i_{\omega_2}^{-1} \circ P(\overline{\Delta}, \overline{D}) \circ i_{\omega_2}) \]
\[ |\Delta^2| \xrightarrow{T(\overline{\Delta})} |\Delta^1| \otimes |\Delta| \]

commutes. The result of Proposition 5.1 will therefore be a consequence of the next lemma.

**Lemma 5.3.** We have
\[ P(\overline{\Delta}, D^1) = i_{\omega_1}^{-1} \circ P(\overline{\Delta}, \overline{D}) \circ i_{\omega_1} \]

**Proof.** We will only consider the case where \( n_+ \geq n_- \), thus where \( \text{Ind}(D^1) \leq 0 \), since the proof in the case where \( n_- \geq n_+ \) follows a similar pattern.

Choose pseudo-inverses
\[ (D^1)^\dag : X_1^1 \xrightarrow{(d_1^\dag)^\dag} X_1^1 \xrightarrow{(d_1^\dag)^\dag} X_1^1 \quad \text{and} \quad (\Delta^1)^\dag : X_1^1 \xrightarrow{(\delta_1^\dag)^\dag} X_1^1 \xrightarrow{(\delta_1^\dag)^\dag} X_1^1 \]

of \( D^1 \) and \( \Delta^1 \) such that \( (D^1)^\dag \to (\Delta^1)^\dag \) is a finite rank perturbation. It follows that the \( \mathbb{Z}/2\mathbb{Z} \)-graded Fredholm complexes
\[ (\overline{D}^1)^\dag : X_1^1 \oplus \mathbb{F}^{n_-} \xrightarrow{(d_1^\dag)^\dag \oplus 0} X_1^1 \oplus \mathbb{F}^{n_+} \xrightarrow{(d_1^\dag)^\dag \oplus 0} X_1^1 \oplus \mathbb{F}^{n_-} \]

and
\[ (\overline{\Delta}^1)^\dag : X_1^1 \oplus \mathbb{F}^{n_-} \xrightarrow{(\delta_1^\dag)^\dag \oplus 0} X_1^1 \oplus \mathbb{F}^{n_+} \xrightarrow{(\delta_1^\dag)^\dag \oplus 0} X_1^1 \oplus \mathbb{F}^{n_-} \]

are pseudo-inverses of \( \overline{D}^1 \) and \( \overline{\Delta}^1 \) such that \( (\overline{D}^1)^\dag \to (\overline{\Delta}^1)^\dag \) is a finite rank perturbation.
The Fredholm operators and idempotents associated with the finite rank perturbations are denoted by
\[ \sigma_+^1, \tau_+^1 : X_+^1 \to X_+^1 \quad \text{and} \quad \sigma_-^1, \tau_-^1 : X_-^1 \to X_-^1. \]

The Fredholm operators associated with the finite rank perturbations
\[ \widetilde{D}^1 \to \widetilde{\Delta}^1 \quad \text{and} \quad (\widetilde{D}^1)\dagger \to (\widetilde{\Delta}^1)\dagger \]

share the same notation except for an extra “\~” on top.

Let us choose a perturbation triple \((L, M, N)\) for the finite rank perturbation \(\sigma_+^1 \to \tau_+^1\).

The associated isomorphism of determinant class is then given by
\[ \Sigma^1 := (\sigma_+^1 + L Q_+^1)(\tau_+^1 + M \Pi_+^1) + N \Pi_-^1 : X_-^1 \to X_-^1. \]

Furthermore, let us write
\[ \mathbb{F}^{n+} = \mathbb{F}^{n+n-} \oplus \mathbb{F}^{n-} \]

and let \(i_1 : \mathbb{F}^{n+n-} \to \mathbb{F}^{n+}, i_2 : \mathbb{F}^{n-} \to \mathbb{F}^{n+}\) and \(p_1 : \mathbb{F}^{n+} \to \mathbb{F}^{n+n-}, p_2 : \mathbb{F}^{n+} \to \mathbb{F}^{n-}\)

 denote the associated inclusions and projections. Since \(\text{Ind}(D^1) = n_--n_+\), we may choose an isomorphism \(\alpha : \mathbb{F}^{n+n-} \to \text{Im}(N)\).

It then follows that the linear maps
\[ \widetilde{\mathcal{L}} := \begin{pmatrix} L & \alpha p_1 \\ 0 & p_2 \end{pmatrix} : \text{Ker}(\sigma_+^1) \oplus \mathbb{F}^{n+} \to X_+^1 \oplus \mathbb{F}^{n-}, \]
\[ \widetilde{M} := \begin{pmatrix} M \\ i_1 \alpha^{-1} N \\ i_2 \end{pmatrix} : \text{Ker}(\tau_+^1) \oplus \mathbb{F}^{n-} \to X_-^1 \oplus \mathbb{F}^{n+} \]

form part of a perturbation triple \((\widetilde{\mathcal{L}}, \widetilde{M}, 0)\) for the finite rank perturbation \(\widetilde{\sigma}_+^1 \to \widetilde{\tau}_+^1\).

The associated isomorphism of determinant class is then given by
\[ \widetilde{\Sigma}^1 := \begin{pmatrix} \sigma_+ + L Q_+^1 & \alpha p_1 \\ 0 & p_2 \end{pmatrix} \cdot \begin{pmatrix} \tau_-^1 + M \Pi_-^1 \\ 0 \end{pmatrix} = \begin{pmatrix} \Sigma^1 & 0 \\ 0 & 1 \end{pmatrix}. \]

It follows in particular that \(\det(\widetilde{\Sigma}^1) = \det(\Sigma^1)\).

Notice now that there exists a unique non-trivial vector \(\xi_+^1 \in |\mathbb{F}^{n+n-}|\) such that
\[ \omega_+^1 = i_1(\xi_+^1) \wedge i_2(\omega_-^1). \]

Let \(s_+ \in |H_+(D^1)|, r_- \in |\text{Ker}(N)|\) be non-trivial vectors. Furthermore, let \(t_- \in |\text{Ker}(M)|\) be the unique vector with \(\alpha(\xi_+^1) = N(t_-)\).

It follows that
\[ i_{\omega_+} \circ P(\Delta^1, D^1) : s_+ \otimes (L s_+ \wedge N t_-)^* \mapsto \det(\Sigma^1)^{-1} \cdot M r_- \wedge \omega_+^1 \otimes (r_- \wedge t_- \wedge \omega_-^1)^*. \]

On the other hand, since \(\widetilde{\mathcal{L}}(s_+ \wedge \omega_+^1) = L s_+ \wedge \alpha \xi_+^1 \wedge \omega_-^1 = L s_+ \wedge N t_- \wedge \omega_-^1\), we have that
\[ P(\widetilde{\Delta}^1, \widetilde{D}^1) \circ i_{\omega_+} : s_+ \otimes (L s_+ \wedge N t_-)^* \mapsto \det(\widetilde{\Sigma}^1)^{-1} \cdot \widetilde{M}(r_- \wedge t_- \wedge \omega_-^1) \otimes (r_- \wedge t_- \wedge \omega_-^1)^*. \]
But this proves the lemma since \( \det(\Sigma_1)^{-1} = \det(\Sigma)^{-1} \) and
\[
\bar{M}(r_\ast \triangle t_\ast \wedge \omega_\ast^1) = M r_\ast \triangle i_1 \xi_\ast + i_2 \omega_\ast^1 = M r_\ast \triangle \omega_\ast^1.
\]

### 5.2. Index zero

As in Section 5.1, let \( n_+, n_- \in \mathbb{N}_0 \) and \( m_+, m_- \in \mathbb{N}_0 \) be non-negative integers with \( n_- - n_+ = \text{Ind}(D^1) = \text{Ind}(\Delta^1) \) and \( m_- - m_+ = \text{Ind}(D^2) = \text{Ind}(\Delta^2) \). Without loss of generality, we may suppose that the inequalities
\[
m_+ \geq \min\{\dim(H_-(D^2)), \dim(H_-(\Delta^2))\}, \quad m_- \geq \min\{\dim(H_+(D^2)), \dim(H_+(\Delta^2))\}
\]
hold.

Let us choose subspaces \( Q^2_+ \subset \text{Ker}(d^2_+) \) and \( Q^2_- \subset \text{Ker}(d^2_-) \) such that
\[
\text{Ker}(d^2_+) = \text{Im}(d^2_-) + Q^2_+ \quad \text{and} \quad \text{Ker}(d^2_-) = \text{Im}(d^2_+) + Q^2_-.
\]
Choose linear maps \( F^2_+ : \mathbb{F}^{m+} \to X^2_+ \) and \( F^2_- : \mathbb{F}^{m-} \to X^2_- \) such that
\[
\text{Im}(F^2_+) = Q^2_- \quad \text{and} \quad \text{Im}(F^2_-) = Q^2_+.
\]
Further, let \( Z^2_+ := \text{Ker}(F^2_+), \ Z^2_- := \text{Ker}(F^2_-) \) and choose subspaces \( V^2_+ \subset \mathbb{F}^{m+}, \ V^2_- \subset \mathbb{F}^{m-} \) with
\[
\mathbb{F}^{m+} = V^2_+ + Z^2_+ \quad \text{and} \quad \mathbb{F}^{m-} = V^2_- + Z^2_-.
\]
Finally, since \( 0 = \text{Ind}(D^2) + m_+ - m_- = \dim(Z^2_+) - \dim(Z^2_-) \), we may choose a linear map \( N^2_+ : \mathbb{F}^{m+} \to \mathbb{F}^{m-} \) such that
\[
\text{Ker}(N^2_+) = V^2_+ \quad \text{and} \quad \text{Im}(N^2_+) = \text{Ker}(F^2_-).
\]
Consider now the perturbed differentials on the chains of \( \tilde{D}^2 \),
\[
\hat{d}^2_+ := \begin{pmatrix} d^2_+ & F^2_+ \\ 0 & N^2_+ \end{pmatrix} : X^2_+ \oplus \mathbb{F}^{m+} \to X^2_- \oplus \mathbb{F}^{m-},
\]
\[
\hat{d}^2_- := \begin{pmatrix} d^2_- & F^2_- \\ 0 & 0 \end{pmatrix} : X^2_- \oplus \mathbb{F}^{m-} \to X^2_+ \oplus \mathbb{F}^{m+}.
\]
Denote \( \tilde{D}^2 := (\tilde{X}^2, \hat{d}^2) \). By construction \( \tilde{D}^2 \) is an exact complex.

Consider also the perturbed differentials on the chains of \( \bar{D} \),
\[
\bar{d}_+ := \begin{pmatrix} d^2_+ & A_- & 0 & F^2_+ \\ 0 & -d^1_+ & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & N^2_+ \end{pmatrix} : X^2_+ \oplus X^1_+ \oplus \mathbb{F}^{n-} \oplus \mathbb{F}^{m-} \to X^2_- \oplus X^1_- \oplus \mathbb{F}^{n+} \oplus \mathbb{F}^{m+},
\]
\[
\bar{d}_- := \begin{pmatrix} d^2_- & A_+ & 0 & F^2_- \\ 0 & -d^1_+ & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} : X^2_- \oplus X^1_- \oplus \mathbb{F}^{n+} \oplus \mathbb{F}^{m-} \to X^2_+ \oplus X^1_+ \oplus \mathbb{F}^{n-} \oplus \mathbb{F}^{m+}.
\]
The associated \( \mathbb{Z}/2\mathbb{Z} \)-graded Fredholm complex \( \tilde{D} := (\tilde{D}, \tilde{d}) \) is then chain isomorphic to the mapping cone complex of the chain map \( \tilde{A} : \tilde{D}^1 \to \tilde{D}^2 \) defined by
\[
\tilde{A}_+ := (A_+ \oplus 0) : X_+^1 \oplus \mathbb{F}^{n+} \to X_+^2 \oplus \mathbb{F}^{m+}, \\
\tilde{A}_- := (A_- \oplus 0) : X_-^1 \oplus \mathbb{F}^{n-} \to X_-^2 \oplus \mathbb{F}^{m-}.
\]

In particular, we have the following six term exact sequence of homology groups,
\[
\begin{array}{cccccccccccccc}
H_+ (\tilde{D}^1) & \longrightarrow & 0 & \longrightarrow & H_+ (\tilde{D}) \\
\uparrow \rho^- & & & & \downarrow \rho^+ \\
H_- (\tilde{D}) & \leftarrow & 0 & \leftarrow & H_- (\tilde{D}^1).
\end{array}
\]

The chain map \( \rho : \tilde{D} \to T \tilde{D}^1 \) is given by the projections
\[
\begin{align*}
\rho_+ : X_+^2 & \oplus X_-^1 \oplus \mathbb{F}^{n-} \oplus \mathbb{F}^{m+} \to X_+^1 \oplus \mathbb{F}^{n-}, \\
\rho_- : X_-^2 & \oplus X_+^1 \oplus \mathbb{F}^{n+} \oplus \mathbb{F}^{m-} \to X_-^1 \oplus \mathbb{F}^{n+}.
\end{align*}
\]

The notation \( T(\tilde{D}) : \mathbb{F} \to |\tilde{D}^1| \otimes |\tilde{D}| \) refers to the torsion isomorphism of the six term exact sequence in (5.4). We may apply a similar construction to the complexes \( \tilde{\Delta}^1, \tilde{\Delta}^2 \) and \( \tilde{\Delta} \). The \( \mathbb{Z}/2\mathbb{Z} \)-graded Fredholm complexes \( \tilde{\Delta}^2 \) and \( \tilde{\Delta} \) are then finite rank perturbations of \( \tilde{D}^2 \) and \( \tilde{D} \). In particular, we have the perturbation isomorphisms
\[
P(\tilde{\Delta}^2, \tilde{D}^2) : \mathbb{F} \to \mathbb{F} \quad \text{and} \quad P(\tilde{\Delta}, \tilde{D}) : |\tilde{D}| \to |\tilde{\Delta}|.
\]

We also have the torsion isomorphism
\[
T(\tilde{\Delta}) : \mathbb{F} \to |\tilde{\Delta}^1| \otimes |\tilde{\Delta}|
\]
which is defined in analogy with \( T(\tilde{D}) \).

The main result of this subsection can now be stated. It provides a method for reducing the proof of Theorem 5.1 to the case where the subcomplexes \( D^2 \) and \( \Delta^2 \) have trivial homology groups.

**Proposition 5.4.** The diagram
\[
\begin{array}{cccccccccccccc}
|D^2| & \xrightarrow{T(\Delta)} & |D^1| \otimes |D|V \\
P(\Delta^2, D^2) & \downarrow & P(\Delta^1, D^1) \otimes P(\Delta, D) \\
|\Delta^2| & \xrightarrow{T(\Delta)} & |\Delta^1| \otimes |\Delta|
\end{array}
\]
commutes if and only if the diagram
\[
\begin{array}{cccccccccccccc}
\mathbb{F} & \xrightarrow{T(\tilde{D})} & |\tilde{D}^1| \otimes |\tilde{D}|V \\
P(\tilde{\Delta}^2, \tilde{D}^2) & \downarrow & P(\tilde{\Delta}^1, \tilde{D}^1) \otimes P(\tilde{\Delta}, \tilde{D}) \\
\mathbb{F} & \xrightarrow{T(\tilde{\Delta})} & |\tilde{\Delta}^1| \otimes |\tilde{\Delta}|
\end{array}
\]
commutes.
The proof of the above proposition will occupy the rest of this subsection. Let us start by explaining how the proof relies on Proposition 5.1. To this end, remark that \( \hat{D}^2 \) and \( \hat{D} \) are finite rank perturbations of \( \hat{D}^2 \) and \( \hat{D} \) and similarly that \( \tilde{\Delta}^2 \) and \( \tilde{\Delta} \) are finite rank perturbations of \( \tilde{\Delta}^2 \) and \( \tilde{\Delta} \). Suppose then that the diagrams

\[
\begin{array}{c}
\begin{array}{ccc}
\tilde{D}^2 & \xrightarrow{T(\tilde{\Delta})} & \tilde{D}^1 \\
| & \downarrow & | \\
P(\tilde{D}^2, \tilde{D}^2) & & P(\hat{D}^2, \hat{D}^2)
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{ccc}
\tilde{D}^1 & \otimes & |D| \\
| & \downarrow & | \\
T(\tilde{\Delta}) & & P(\hat{D}^1, \hat{D}^1) \otimes P(\hat{\Delta}, \hat{\Delta})
\end{array}
\end{array}
\]

commute. An application of Proposition 5.1 then yields that the diagram

\[
\begin{array}{c}
\begin{array}{ccc}
|D^2| & \xrightarrow{T(\Delta)} & |D^1| \otimes |D| \\
| & \downarrow & | \\
P(\Delta^2, D^2) & & P(\Delta^1, D^1) \otimes P(\Delta, \Delta)
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{ccc}
|\Delta^2| & \xrightarrow{T(\Delta)} & |\Delta^1| \otimes |\Delta| \\
| & \downarrow & | \\
| & \downarrow & |
\end{array}
\end{array}
\]

commutes if and only if the diagram

\[
\begin{array}{c}
\begin{array}{ccc}
\tilde{D}^1 & \otimes & |D| \\
| & \downarrow & | \\
P(\tilde{\Delta}^2, \tilde{\Delta}^2) \circ P(\tilde{\Delta}, \tilde{\Delta}^2) & & P(\hat{\Delta}^1, \hat{\Delta}^1) \otimes (P(\tilde{\Delta}, \tilde{\Delta}) \circ P(\hat{\Delta}, \hat{\Delta}) \circ P(\hat{\Delta}, \hat{\Delta}))
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{ccc}
|\tilde{\Delta}^1| & \otimes & |\hat{\Delta}| \\
| & \downarrow & | \\
T(\Delta) & & T(\Delta)
\end{array}
\end{array}
\]

commutes. The result of Proposition 5.4 then follows from the transitivity of the perturbation isomorphisms, see Theorem 3.3.

In order to prove Proposition 5.4 it therefore suffices to show that the diagrams in (5.7) commute. We will focus on the diagram to the left since the commutativity of the diagram to the right follows by the same argumentation.

The first step is to obtain concrete formulas for the perturbation isomorphisms

\[ P(\hat{D}^2, \hat{D}^2) : |\hat{D}^2| \rightarrow \mathbb{F} \quad \text{and} \quad P(\hat{D}, \hat{D}) : |\hat{D}| \rightarrow |\hat{D}|. \]

This step will rely on Proposition 4.2.

**Lemma 5.5.** The perturbation isomorphism of the finite rank perturbation \( \hat{D}^2 \rightarrow \hat{D}^2 \)

is given by

\[ P(\hat{D}^2, \hat{D}^2) : |H_+(D^2) \oplus \mathbb{F}^{m+}| \otimes |H_-(D^2) \oplus \mathbb{F}^{m-}|^* \rightarrow \mathbb{F}, \]

\[ (F_+^2 v_- \wedge v_+ \wedge z_+) \otimes (v_- \wedge F_+^2 v_+ \wedge N_+^2 z_+)^* \mapsto 1 \]

for all non-trivial vectors \( v_- \in |V_2^2|, v_+ \in |V_2^2| \) and \( z_+ \in |Z_+^2| \).

**Proof.** This follows immediately from Proposition 4.2.
The computation of the perturbation isomorphism \( P(\hat{D}, \tilde{D}) \) is more involved. Let us start by choosing a pseudo-inverse

\[
\begin{align*}
H_+(D^1) & \xleftarrow{A_+^\dagger} H_+(D^2) \quad \xrightarrow{i_+^\dagger} H_+(D) \\
H_-(D) & \xrightarrow{i_-^\dagger} H_-(D^2) \quad \xrightarrow{p_-^\dagger} H_-(D^1)
\end{align*}
\]

of the six term exact sequence of homology groups coming from the mapping cone triangle

\[
D^1 \xrightarrow{A} D^2 \xrightarrow{i} D \xrightarrow{p} TD^1.
\]

Choose subspaces \( Q_+ \subseteq \text{Ker}(d_+) \) and \( Q_- \subseteq \text{Ker}(d_-) \) such that the quotient maps

\[
Q_+ \to H_+(D) \quad \text{and} \quad Q_- \to H_-(D)
\]

are injective with images \( \text{Im}(p_-^\dagger) \) and \( \text{Im}(p_+^\dagger) \), respectively.

We may then choose subspaces \( V_+ \subseteq V_+^2 \) and \( V_- \subseteq V_-^2 \) such that

\[
V_+^2 = \text{Ker}(i_- F_2^2|_{V_+^2}) \oplus V_+ \quad \text{and} \quad V_-^2 = \text{Ker}(i_+ F_2^2|_{V_-^2}) \oplus V_-,
\]

where \( i_- F_2^2 : \mathbb{F}^{m+} \to H_-(D) \) and \( i_+ F_2^2 : \mathbb{F}^{m-} \to H_+(D) \). We put

\[
W_+ := \mathbb{F}^{n-} \oplus \text{Ker}(i_- F_2^2|_{V_+^2}) \quad \text{and} \quad W_- := \mathbb{F}^{n+} \oplus \text{Ker}(i_+ F_2^2|_{V_-^2}).
\]

It is clear that

\[
\mathbb{F}^{n-} \oplus \mathbb{F}^{m+} = W_+ \oplus V_+ \oplus Z_+^2 \quad \text{and} \quad \mathbb{F}^{n+} \oplus \mathbb{F}^{m-} = W_- \oplus V_- \oplus Z_-^2.
\]

Furthermore, we have that

\[
H_+(D) = \text{Im}(i_+ F_2^2|_{V_-}) \oplus \text{Im}(p_+^\dagger) \quad \text{and} \quad H_-(D) = \text{Im}(i_- F_2^2|_{V_+}) \oplus \text{Im}(p_-^\dagger).
\]

It follows that

\[
0 = \dim(H_+(\hat{D})) - \dim(H_-(\tilde{D})) = \dim(Q_+^\dagger) + \dim(W_+) - \dim(Q_-^\dagger) - \dim(W_-^\dagger).
\]

In particular, we may choose an isomorphism \( L : \text{Im}(p_+^\dagger) \oplus W_+ \to \text{Im}(p_-^\dagger) \oplus W_- \) and extend it to and isomorphism \( \hat{L} : H_+(\hat{D}) \to H_-(\tilde{D}) \) by letting

\[
L : [i_+ F_2^2 v_-, v_+, z_+] \mapsto [i_- F_2^2 v_+, v_-, N_+ z_+] \quad \text{for all} \ v_- \in V_-, \ v_+ \in V_+ \quad \text{z}_+ \in Z_+^2.
\]

Let us also choose an isomorphism \( M : H_-(\tilde{D}) \to H_+(\hat{D}) \) such that the diagram

\[
\begin{array}{ccc}
H_-(\tilde{D}) & \xrightarrow{\phi_-} & H_-(\tilde{D}) \\
M \downarrow & & \downarrow L^{-1} \\
H_+(\hat{D}) & \xrightarrow{\phi_+} & H_+(\hat{D})
\end{array}
\]

commutes, where the linear maps \( \phi_- \) and \( \phi_+ \) are defined as in Lemma 4.1. The next lemma is now a consequence of Proposition 4.2.
**Lemma 5.6.** The perturbation isomorphism associated with the perturbation $\tilde{D} \rightarrow \hat{D}$ is given by

$$P(\tilde{D}, \hat{D}) : |H_+(\tilde{D})| \otimes |H_-(\tilde{D})| \rightarrow |H_+(\hat{D})| \otimes |H_-(\hat{D})|,$$

for all non-trivial vectors $s_+ \in |H_+(\tilde{D})|$ and $s_- \in |H_-(\hat{D})|$.

We are now ready to prove that the diagrams in (5.7) commute. As noted above, this implies the result of Proposition 5.4.

**Lemma 5.7.** The diagram

$$\begin{array}{ccc}
|\tilde{D}|^2 & \xrightarrow{T(\tilde{D})} & |\tilde{D}|^1 \otimes |\tilde{D}|
\\
P(\tilde{D}, \hat{D}) \downarrow & & \downarrow 1 \otimes P(\hat{D}, \tilde{D})
\\
\mathbb{F} & \xrightarrow{T(\hat{D})} & |\hat{D}|^1 \otimes |\hat{D}|
\end{array}$$

is commutative.

**Proof.** Choose non-trivial vectors

$$t_+^1 \in \text{Im}(A_+^1), \quad t_+^2 \in \text{Im}(i_+^1), \quad t_+ \in \text{Im}(p_+^1),$$

$$t_-^1 \in \text{Im}(A_-^1), \quad t_-^2 \in \text{Im}(i_-^1), \quad t_- \in \text{Im}(p_-^1).$$

Let us also choose non-trivial vectors $v_+ \in |V_+|$, $v_- \in |V_-|$ and $w_+ \in |\text{Ker}(i_- F^2_+ | V_+^2)|$, $w_- \in |\text{Ker}(i_+ F^2_+ | V_+^2)|$ such that

$$F^2_+ v_+ = t_-^2, \quad F^2_- v_- = t_+^2 \quad \text{and} \quad F^2_+ w_+ = A_-(t_-^1), \quad F^2_- w_- = A_+(t_+^1).$$

Notice here that we may assume, without loss of generality, that $\text{Im}(F^2_+ | V_+) = \text{Im}(t_-^1)$ and $\text{Im}(F^2_- | V_-) = \text{Im}(t_+^1)$. Finally, choose non-trivial vectors

$$z_+ \in |Z_+^2| \quad \text{and} \quad \eta_+ \in |\mathbb{F}^{n+}|, \quad \eta_- \in |\mathbb{F}^{n-}|.$$

To ease the notation, let $\xi_+ := v_+ \wedge z_+ \wedge w_+ \in |\mathbb{F}^{m+}|$, $\xi_- := v_- \wedge N^2_+ z_+ \wedge w_- \in |\mathbb{F}^{m-}|$.

The torsion isomorphism $T(\tilde{D})$ is then given by

$$(5.9) \quad T(\tilde{D}) : (F^2_- w_- \wedge F^2_+ v_+ \wedge \xi_+) \otimes (F^2_+ w_+ \wedge F^2_- v_- \wedge \xi_-)^*$$

$$\mapsto (-1)^{\mu(\tilde{D})} \cdot (p_- t_- \wedge \eta_+ \wedge t_+^1) \otimes (p_+ t_+ \wedge \eta_- \wedge t_-^1)^*$$

$$\otimes (i_+(t_-^2) \wedge \xi_+ \wedge t_+ \wedge \eta_-) \otimes (i_-(t_+^2) \wedge \xi_- \wedge t_- \wedge \eta_+)^*,$$

where the sign exponent $\mu(\tilde{D}) \in \mathbb{N}_0$ has the expression

$$\mu(\tilde{D}) = (\varepsilon(t_-^2) + m_+ + 1) \cdot (\varepsilon(t_+^1) + \varepsilon(t_+^2) + \varepsilon(t_-) + n_+ + n_-)$$

$$+ (\varepsilon(t_-) + n_+) \cdot (\varepsilon(t_-^2) + \varepsilon(t_+^1) + m_+ + m_-) + \varepsilon(t_+) + n_-.$$

See Definition 2.1.
For the sake of simplicity, let
\[ \kappa_+ := w_+ \wedge t_+ \wedge \eta_- \in |\text{Im}(p_+^T) \oplus \mathbb{F}^n \ominus \ker(i_- F^2_+ | V^2)|, \]
\[ \kappa_- := w_- \wedge t_- \wedge \eta_+ \in |\text{Im}(p_-^T) \oplus \mathbb{F}^n \ominus \ker(i_+ F^2_- | V^2)|. \]
There is then a unique constant \( \lambda \in \mathbb{F}^* \) such that
\[ \lambda \cdot \kappa_- = \lambda(\kappa_+). \]

It follows that
\[ L(i_+(t^2_+) \land \xi_+ \land t_+ \land \eta_-) = L(i_+(t^2_+) \land v_+ \land z_+ \land \kappa_+) \]
\[ = \lambda \cdot (v_- \land (i_- F^2_+ v_+) \land N^2_+ z_+ \land \kappa_-) \]
\[ = \lambda \cdot (-1)^{\varepsilon(t^2_+) \varepsilon(t^2_+)} (i_- t^2_+ \land \xi_- \land t_- \land \eta_+). \]

An application of Lemma 5.6 then yields that
\[ (1 \otimes P(\widetilde{D}, \widetilde{D})) \circ T(\widetilde{S}))((F^2_w \land F^2_v \land \xi_+) \otimes (F^2_w \land F^2_v \land \xi_-)) \]
\[ = \lambda \cdot (-1)^{\mu(\widetilde{S}) + \varepsilon(t^2_+ \varepsilon(t^2_+) \varepsilon(t^2_+)} \cdot (p_- t_- \land \eta_- \land t_-) \otimes (p_+ t_+ \land \eta_+ \land t_+)^* \otimes M r_- \otimes r_-^* \]
for any non-zero vector \( r_- \in |H_-(\widetilde{D})|. \)

Without loss of generality, we may suppose that \( \hat{p}_- (r_-) = p_- t_- \land \eta_- \land t_- \in |H_-(\widetilde{D})|. \)

Let us also choose \( r_+ \in |H_+(\widetilde{D})| \) such that \( \hat{p}_+ (r_+) = p_+ t_+ \land \eta_+ \land t_+ \in |H_+(\widetilde{D})|. \)

The torsion isomorphism \( T(\widetilde{S}) : \mathbb{F} \rightarrow |\widetilde{D}| \otimes |\widetilde{D}| \) is then given by
\[ (5.10) \quad T(\widetilde{S}) : 1 \mapsto (-1)^{\text{dim}(H_+(\widetilde{D}))} \cdot (\hat{p}_- r_-) \otimes (\hat{p}_+ r_+) \otimes r_+ \otimes (r_-)^*. \]

It then follows from Lemma 5.5 that
\[ (T(\widetilde{S}) \circ P(\widetilde{D}, \widetilde{D}))(F^2_w \land F^2_v \land \xi_+) \otimes (F^2_w \land F^2_v \land \xi_-) \]
\[ = (-1)^{\mu(L^2) + \text{dim}(H_+(\widetilde{D}))} \cdot (\hat{p}_- r_-) \otimes (\hat{p}_+ r_+)^* \otimes r_+ \otimes (r_-)^*, \]
where the sign exponent is given by
\[ \mu(L^2) := (\varepsilon(t^2_+ \varepsilon(t^2_+) \varepsilon(t^2_+)) \cdot (m_+ + \varepsilon(t^2_+) \varepsilon(t^2_+) \varepsilon(t^2_+) \varepsilon(t^2_+) + \varepsilon(t^2_+) \varepsilon(t^2_+) \varepsilon(t^2_+) \varepsilon(t^2_+). \]

Indeed, a straightforward computation shows that
\[ (-1)^{\mu(L^2)} \cdot F^2_+ w_+ \land F^2_+ v_+ \land \xi_- = L^2 (F^2_+ w_- \land F^2_+ v_- \land \xi_+). \]

It is therefore enough to show that
\[ M r_- = \lambda^{-1} \cdot (-1)^{\mu(\widetilde{S}) + \varepsilon(t^2_+) \varepsilon(t^2_+) \varepsilon(t^2_+) \varepsilon(t^2_+) \mu(L^2) + \text{dim}(H_+(\widetilde{D}))} \cdot r_+. \]

This is the content of the next lemma.

**Lemma 5.8.** We have
\[ M r_- = \lambda^{-1} \cdot (-1)^{\mu(\widetilde{S}) + \varepsilon(t^2_+) \varepsilon(t^2_+) \varepsilon(t^2_+) \varepsilon(t^2_+) \mu(L^2) + \text{dim}(H_+(\widetilde{D}))} \cdot r_+. \]

**Proof.** It suffices to prove that
\[ (L^{-1} \phi_-) r_- = (\phi_+ M) r_- = \lambda^{-1} \cdot (-1)^{\mu(\widetilde{S}) + \varepsilon(t^2_+) \varepsilon(t^2_+) \varepsilon(t^2_+) \varepsilon(t^2_+) \mu(L^2) + \text{dim}(H_+(\widetilde{D}))} \cdot \phi_+(r_+). \]
However, using the identities \( \hat{p}_+(r_+) = p_+t_+ \land \eta_- \land t_-^1 \) and \( F_+^2 w_+ = A_-(t_-^1) \) we obtain that
\[
\phi_+(r_+) = t_+ \land \eta_- \land (-w_+)
= (-1)^{\varepsilon(t_+^1)(\varepsilon(t_-^1)+n_-+1)} \cdot w_+ \land t_+ \land \eta_-
= (-1)^{\varepsilon(t_+^1)(\varepsilon(t_-^1)+n_-+1)} \cdot \kappa_+.
\]
A similar computation implies that
\[
\phi_-(r_-) = (-1)^{\varepsilon(t_-^1)(\varepsilon(t_-^1)+n_-+1)} \cdot \kappa_-.
\]
We thus have that
\[
(L^{-1} \phi_-) r_- = (-1)^{\varepsilon(t_-^1)(\varepsilon(t_-^1)+n_-+1)} \cdot \lambda^{-1} \cdot \kappa_+
= (-1)^{\varepsilon(t_-^1)(\varepsilon(t_-^1)+n_-+1)+\varepsilon(t_+^1)(\varepsilon(t_+^1)+n_-+1)} \cdot \lambda^{-1} \cdot \phi_+(r_+).
\]
It is therefore sufficient to show that
\[
(-1)^{\mu(\hat{\Delta})+\varepsilon(t_-^2)+\mu(L^2)+\dim(H_+(\hat{D}))} = 1.
\]
Now, using that \( \text{Ind}(\hat{D}^1) = \text{Ind}(\hat{D}^2) = \text{Ind}(\hat{D}) = 0 \) we obtain that
\[
(-1)^{\mu(\hat{\Delta})} = (-1)^{\varepsilon(t_-^2)+\dim(H_+(\hat{D}))} = 1.
\]
Similarly, we get that
\[
(-1)^{\varepsilon(t_+^1)(\varepsilon(t_+^1)+n_-+1)+\varepsilon(t_-^1)(\varepsilon(t_-^1)+n_-+1)} = (-1)^{\varepsilon(t_-^1)(\varepsilon(t_-^1)+n_-+1)+\varepsilon(t_+^1)(\varepsilon(t_+^1)+n_-+1)}
\]
Combining these observations with the expression for \( \mu(L^2) \) we deduce that
\[
(-1)^{\mu(\hat{\Delta})+\varepsilon(t_-^2)+\mu(L^2)+\dim(H_+(\hat{D}))} = 1.
\]
This proves the lemma. \( \square \)

5.3. Index zero and exact subcomplex. In this subsection we will prove Theorem 5.1 in a simplified version which is stated in this section as Proposition 5.11. \textit{It will thus be a standing assumption that the \( \mathbb{Z}/2\mathbb{Z} \)-graded Fredholm complex \( D \) has index zero and that \( D^2 \) and \( \Delta^2 \) have trivial homology groups.}

We start with a preliminary lemma on the structure of pseudo-inverses.

\textbf{Lemma 5.9.} Let \( V_+, W_+, V_- \) and \( W_- \) be vector spaces over \( \mathbb{F} \) and let
\[
T = \begin{pmatrix} A & B \\ 0 & D \end{pmatrix} : V_+ \oplus W_+ \to V_- \oplus W_-
\]
be a linear map. Suppose that \( B(\text{Ker}(D)) \subseteq \text{Im}(A) \) and let
\[
D^\dagger : W_- \to W_+ \quad \text{and} \quad A^\dagger : V_- \to V_+
\]
be pseudo-inverses of $D : W_+ \to W_-$ and $A : V_+ \to V_-$. Then the upper triangular matrix

$$T^\dagger = \begin{pmatrix} A^\dagger & -A^\dagger BD^\dagger \\ 0 & D^\dagger \end{pmatrix} : V_- \oplus W_- \to V_+ \oplus W_+$$

provides a pseudo-inverse of $T : V_+ \oplus W_+ \to V_- \oplus W_-$. 

**Proof.** We need to verify the two identities

$$TT^\dagger T = T \quad \text{and} \quad T^\dagger TT^\dagger = T^\dagger.$$ (5.11)

A straightforward computation shows that

$$TT^\dagger T = \begin{pmatrix} A & AA^\dagger B(1 - D^\dagger D) + BD^\dagger D \\ 0 & D \end{pmatrix},$$

Now, notice that the assumption $B(\text{Ker}(D)) \subseteq \text{Im}(A)$ implies that

$$AA^\dagger B(1 - D^\dagger D) = B(1 - D^\dagger D).$$

Combining this identity with the above computation we conclude that $TT^\dagger T = T$.

The second identity in (5.11) follows by a direct computation. It does not depend on the assumption $B(\text{Ker}(D)) \subseteq \text{Im}(A)$. 

Let us now choose pseudo-inverses

$$(D^1)^\dagger : X^-_1 \xrightarrow{(d^1_+)^\dagger} X^+_1 \xrightarrow{(d^1_+)^\dagger} X^+_1, \quad (\Delta^1)^\dagger : X^-_1 \xrightarrow{(\delta^1_+)^\dagger} X^+_1 \xrightarrow{(\delta^1_+)^\dagger} X^-_1,$$

$$(D^2)^\dagger : X^-_2 \xrightarrow{(d^2_+)^\dagger} X^+_2 \xrightarrow{(d^2_+)^\dagger} X^+_2, \quad (\Delta^2)^\dagger : X^-_2 \xrightarrow{(\delta^2_+)^\dagger} X^+_2 \xrightarrow{(\delta^2_+)^\dagger} X^-_2$$

of the $\mathbb{Z}/2\mathbb{Z}$-graded Fredholm complexes $D^1$, $\Delta^1$ and $D^2$, $\Delta^2$ such that $(D^1)^\dagger \to (\Delta^1)^\dagger$ and $(D^2)^\dagger \to (\Delta^2)^\dagger$ are finite rank perturbations.

Since the homology groups of $D^2$ and $\Delta^2$ are trivial, it follows from Lemma 5.9 that

$$D^\dagger : X_- \xrightarrow{d^\dagger_+} X_+ \xrightarrow{d^\dagger_-} X_- \quad \text{and} \quad \Delta^\dagger : X_- \xrightarrow{\delta^\dagger_+} X_+ \xrightarrow{\delta^\dagger_-} X_-$$

are pseudo-inverses of $D$ and $\Delta$, where

$$d^\dagger_+ := \begin{pmatrix} \left( d^2_+ \right)^\dagger & \left( d^2_+ \right)^\dagger A_-(d^1_+)^\dagger \\ 0 & -\left( d^1_+ \right)^\dagger \end{pmatrix}, \quad d^\dagger_- := \begin{pmatrix} \left( d^2_+ \right)^\dagger & \left( d^2_+ \right)^\dagger A_+(d^1_+)^\dagger \\ 0 & -\left( d^1_+ \right)^\dagger \end{pmatrix},$$

$$\delta^\dagger_+ := \begin{pmatrix} \left( \delta^2_+ \right)^\dagger & \left( \delta^2_+ \right)^\dagger B_-(\delta^1_+)^\dagger \\ 0 & -\left( \delta^1_+ \right)^\dagger \end{pmatrix}, \quad \delta^\dagger_- := \begin{pmatrix} \left( \delta^2_+ \right)^\dagger & \left( \delta^2_+ \right)^\dagger B_+(\delta^1_+)^\dagger \\ 0 & -\left( \delta^1_+ \right)^\dagger \end{pmatrix}.$$

Remark also that $D^\dagger \to \Delta^\dagger$ is a finite rank perturbation.

We will denote the Fredholm operators associated with the $\mathbb{Z}/2\mathbb{Z}$-graded Fredholm complexes containing the letter “$D$” by $\sigma_1^D$, $\sigma_2^D$, etc. The idempotents will be denoted by $Q_1^D$, $Q_2^D$, etc. The Fredholm operators and idempotents coming from the complexes with “$\Delta$” will be denoted by $\tau_1^\Delta$, $\tau_2^\Delta$, etc. and $\Pi^\Delta_1$, $\Pi^\Delta_2$, etc.
Since the $\mathbb{Z}/2\mathbb{Z}$-graded Fredholm complexes $D^1$ and $\Delta^1$ have index zero, we may choose isomorphisms
\begin{equation}
L^1 : \text{Ker}(\sigma_+^1) \to \text{Ker}(\sigma_-^1) \quad \text{and} \quad M^1 : \text{Ker}(\tau_+^1) \to \text{Ker}(\tau_-^1).
\end{equation}
We then have the isomorphism of determinant class
\[\Sigma^1 := (\tau_+^1 + M^1 \Pi^1_+)(\sigma_+^1 + L^1 Q^1_+) : X^1_+ \to X^1_+.
\]
Since the $\mathbb{Z}/2\mathbb{Z}$-graded Fredholm complexes $D^2$ and $\Delta^2$ are exact, we have the isomorphism of determinant class $\Sigma^2 := \tau^2_+ \sigma^2_+ : X^2_+ \to X^2_+.$

In order to obtain a good expression for the isomorphism of determinant class
\[\Sigma : X_+ \to X_+,
\]
we remark that the projections $p_+ : X^2_+ \oplus X^1_+ \to X^1_+$ and $p_- : X^2_+ \oplus X^1_+ \to X^1_+$ induce isomorphisms
\[p_+ : \text{Ker}(\sigma_+) \to \text{Ker}(\sigma_-), \quad p_- : \text{Ker}(\sigma_-) \to \text{Ker}(\sigma_+),
\]
\[p_+ : \text{Ker}(\tau_+) \to \text{Ker}(\tau_-), \quad p_- : \text{Ker}(\tau_-) \to \text{Ker}(\tau_+).
\]
This is again a consequence of the assumption that $D^2$ and $\Delta^2$ have trivial homology groups. We may thus define the isomorphisms
\begin{align*}
L &:= - (p_-)^{-1} (L^1)^{-1} p_+ : \text{Ker}(\sigma_+) \to \text{Ker}(\sigma_-), \\
M &:= - (p_+)^{-1} (M^1)^{-1} p_- : \text{Ker}(\tau_-) \to \text{Ker}(\tau_+).
\end{align*}
The isomorphism of determinant class is then given by $\Sigma := (\tau_+ + M \Pi_-)(\sigma_+ + L Q_+)$.

**Lemma 5.10.** We have $\det(\Sigma^2) = \det(\Sigma) \cdot \det(\Sigma^1)$.

**Proof.** The invertible maps
\[\tau_+ + M \Pi_- : X^2_+ \oplus X^1_+ \to X^2_+ \oplus X^1_+ \quad \text{and} \quad \sigma_+ + L Q_+ : X^2_+ \oplus X^1_+ \to X^2_+ \oplus X^1_+
\]
are both upper triangular. The diagonals are given by
\[
\begin{pmatrix}
\tau^2_+ & * \\
0 & -\tau^1_+ - (M^1)^{-1} \Pi^1_+
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
\sigma^2_+ & * \\
0 & -\sigma^1_+ - (L^1)^{-1} Q^1_+
\end{pmatrix}.
\]
It follows that $\Sigma$ is upper triangular with diagonal
\[
\begin{pmatrix}
\Sigma^2 & * \\
0 & (\tau^1_+ + (M^1)^{-1} \Pi^1_+)(\sigma^1_+ + (L^1)^{-1} Q^1_-)
\end{pmatrix}.
\]
It is therefore enough to show that
\begin{align*}
\det((\tau^1_+ + (M^1)^{-1} \Pi^1_+)(\sigma^1_+ + (L^1)^{-1} Q^1_-)) \cdot \det(\Sigma^1) \\
= \det((\tau^1_+ + (M^1)^{-1} \Pi^1_+)(\sigma^1_+ + (L^1)^{-1} Q^1_-)) \\
\cdot \det((\tau^1_+ + M \Pi_-)(\sigma^1_+ + L Q_+)) \\
= 1.
\end{align*}
However, we have that
\[
\begin{align*}
(s^1_+ + (L^1)^{-1} Q^1_+)(s^1_+ + L^1 Q^1_+) &= s^1_+ s^1_+ + Q^1_+ = 1, \\
(t^1_+ + (M^1)^{-1} \Pi^1_+)(t^1_+ + M^1 \Pi^1_+) &= t^1_+ t^1_+ + \Pi^1_+ = 1.
\end{align*}
\]
This clearly implies the identity in (5.14).

We are now ready to prove the main result of this subsection. It shows that the statement of Theorem 5.1 is valid in the more restrictive setting of this subsection.

**Proposition 5.11.** Suppose that the index of $D^1$ is trivial and that $D^2$ and $\Delta^2$ are exact. Then the diagram
\[
\begin{array}{ccc}
P(\Delta^2, D^2) & \xrightarrow{T(\Delta)} & |\Delta^1| \otimes |D| \\
|P(\Delta, D)| & \xrightarrow{P(\Delta^1, D^1) \otimes P(\Delta, D)} & |\Delta^1| \otimes |\Delta|
\end{array}
\]
commutes.

**Proof.** For any non-trivial vectors $t_+ \in |H_+(D)|$, $t_- \in |H_-(D)|$ and $s_+ \in |H_+(\Delta)|$, $s_- \in |H_-(\Delta)|$ we have that
\[
\begin{align*}
T(\Xi)(1) &= p_- t_- \otimes (p_+ t_+)^* \otimes t_+ \otimes t^*_+ \cdot (-1)^{\dim(H_+(D))}, \\
T(\Delta)(1) &= p_- s_- \otimes (p_+ s_+)^* \otimes s_+ \otimes s^*_+ \cdot (-1)^{\dim(H_+(\Delta))}.
\end{align*}
\]
Let now
\[
L : H_+(D) \rightarrow H_-(D), \quad M : H_-(\Delta) \rightarrow H_+(\Delta)
\]
and
\[
L^1 : H_+(D^1) \rightarrow H_-(D^1), \quad M^1 : H_-(\Delta^1) \rightarrow H_+(\Delta^1)
\]
be the isomorphisms of homology groups induced by the maps in (5.13) and (5.12), respectively.

Letting $t_- := Lt_+$ and noting that $p_- t_- = (-1)^{\epsilon(\tau^+)} \cdot (L^1)^{-1} p_+ t_+$ it follows that
\[
((P(\Delta^1, D^1) \otimes P(\Delta, D)) \circ T(\Delta))(1) = (-1)^{\epsilon(\tau^+)} \cdot \det(\Sigma^1)^{-1} \cdot \det(\Sigma)^{-1} \cdot \det(\Sigma^2)^{-1} \cdot M^1 p_+ M s_- \otimes (p_+ M s_-)^* \otimes M s_- \otimes s^*_+.
\]
Now, by Lemma 5.10 we have $\det(\Sigma^1)^{-1} \cdot \det(\Sigma)^{-1} = \det(\Sigma^2)^{-1}$. Furthermore, we clearly have $p_+ M s_- = (-1)^{\epsilon(s^-)} \cdot (M^1)^{-1} p_- s_-.

This shows that
\[
((P(\Delta^1, D^1) \otimes P(\Delta, D)) \circ T(\Delta))(1)
= (-1)^{\epsilon(\tau^+)} \cdot \det(\Sigma^2)^{-1} \cdot p_- s_- \otimes (p_+ M s_-)^* \otimes M s_- \otimes s^*_+ \\
= (-1)^{\epsilon(\tau^+)} \cdot \det(\Sigma^2)^{-1} \cdot (M^1)^{-1} \cdot \det(\Sigma^2)^{-1} \cdot T(\Delta)(1).
\]
The result of the lemma thus follows by noting that
\[
(-1)^{\epsilon(t^+)+\dim(H_+(D))+\epsilon(s^-)+\dim(H_+(\Delta))} = 1.
\]
5.4. Proof of Theorem 5.1. In this subsection we will recollect the results of the previous subsections and thereby provide a proof of Theorem 5.1.

First of all, we notice that the result of Proposition 5.4 implies that it suffices to prove the commutativity of the diagram

\[
\begin{array}{c}
\begin{array}{ccc}
F & \xrightarrow{T(\hat{\Delta})} & |\hat{D}^1| \otimes |\hat{D}| \\
|P(\hat{\Delta}^2, \hat{D})| & \xrightarrow{P(\hat{\Delta}, \hat{D})} & |P(\hat{\Delta}^1, \hat{D}^1) \otimes P(\hat{\Delta}, \hat{D})|
\end{array}
\end{array}
\]

Consider now the chain maps

\[\hat{A} : \hat{D}^1 \to \hat{D}^2 \quad \text{and} \quad \hat{B} : \hat{\Delta}^1 \to \hat{\Delta}^2\]

as defined in (5.3). It then follows by Proposition 5.11 that the diagram

\[
\begin{array}{c}
\begin{array}{ccc}
F & \xrightarrow{T(\hat{\Delta})} & |\hat{D}^1| \otimes |C^\hat{\Delta}| \\
|P(\hat{\Delta}^2, \hat{D})| & \xrightarrow{P(\hat{\Delta}, \hat{D})} & |P(\hat{\Delta}^1, \hat{D}^1) \otimes P(\hat{\Delta}, \hat{D})|
\end{array}
\end{array}
\]

commutes, where \(T(\hat{\Delta}) : F \to |\hat{D}^1| \otimes |C^\hat{\Delta}|\) and \(T(\hat{\Delta}) : F \to |\hat{\Delta}^1| \otimes |C^\hat{\Delta}|\) are the torsion isomorphisms coming from the mapping cone triangles

\[\tilde{D}^1 \xrightarrow{\hat{A}} \hat{D}^2 \quad \text{and} \quad \tilde{\Delta}^1 \xrightarrow{\hat{B}} \hat{\Delta}^2\]

and

\[\text{commutes, where } T(\hat{\Delta}) : F \to |\hat{D}^1| \otimes |C^\hat{\Delta}| \text{ and } T(\hat{\Delta}) : F \to |\hat{\Delta}^1| \otimes |C^\hat{\Delta}| \text{ are the torsion isomorphisms coming from the mapping cone triangles.}\]

It therefore suffices to show that the diagram in (5.15) commutes if and only if the diagram in (5.16) commutes.

To this end, we define the isomorphisms of vector spaces

\[
\begin{align*}
\Phi_+ : X_+^2 \oplus F^{m+} \oplus X_+^1 \oplus F^{n-} & \to X_+^2 \oplus X_+^1 \oplus F^{n-} \oplus F^{m+}, \\
\Phi_- : X_-^2 \oplus F^{m-} \oplus X_-^1 \oplus F^{n+} & \to X_-^2 \oplus X_-^1 \oplus F^{n+} \oplus F^{m-},
\end{align*}
\]

which interchanges the factors in the direct sums. These two isomorphisms then provide us with chain isomorphisms

\[\Phi : C^\hat{\Delta} \to \hat{D} \quad \text{and} \quad \Phi : C^\hat{\Delta} \to \hat{\Delta}.\]

It is then not hard to see that the diagrams

\[
\begin{array}{c}
\begin{array}{ccc}
F & \xrightarrow{T(\hat{\Delta})} & |\hat{D}^1| \otimes |C^\hat{\Delta}| \\
1 & \xrightarrow{1 \otimes \Phi} & 1 \otimes |C^\hat{\Delta}|
\end{array}
\end{array} \quad \text{and} \quad \begin{array}{c}
\begin{array}{ccc}
F & \xrightarrow{T(\hat{\Delta})} & |\hat{\Delta}^1| \otimes |C^\hat{\Delta}| \\
1 & \xrightarrow{1 \otimes \Phi} & 1 \otimes |C^\hat{\Delta}|
\end{array}
\end{array}
\]

are commutative.
Fredholm complexes with respect to the operator norm for all \( j \) by chain complexes of Hilbert spaces. It will be a standing assumption that \( A \) is a holomorphic family that the Hilbert spaces of each other for all perturbations there exists a finite dimension for all each and \( E \) is a chain map \( A \) such that the isomorphism defined \( X \) when the associated maps \( W \) \( WD¹ \) is a bounded operator for \( z \) and \( \delta \) is a chain map \( A : D \rightarrow E \) such that \( A_j : X_j \rightarrow Y_j \) is a bounded operator for each \( j \in \mathbb{Z} \).

A chain complex of Hilbert spaces \( D \) is Fredholm when the homology group \( H_j(D) \) has finite dimension for all \( j \in \mathbb{Z} \).

Remark that our chain complexes are always assumed to be bounded in the sense that there exists a \( J \in \mathbb{N} \) such that \( X_j = \{0\} \) whenever \( |j| \geq J \).

For each element \( z \in U \), let \( D^z := (X, d^z) \) be a chain complex of Hilbert spaces. Notice that the Hilbert spaces \( X_j \) do not depend on the parameter \( z \in U \).

Definition 6.2. The family \( D := \{D^z\}_{z \in U} \) of chain complexes of Hilbert spaces is a holomorphic family when the associated maps \( U \rightarrow \mathcal{L}(X_j, X_{j-1}) \), \( z \mapsto d^z_j \) are holomorphic with respect to the operator norm for all \( j \in \mathbb{Z} \).

A chain map \( A : D \rightarrow \Delta \) between two holomorphic families \( D := \{(X, d^z)\}_{z \in U} \) and \( \Delta := \{(Y, \delta^z)\}_{z \in U} \) is given by a chain map \( A^z : D^z \rightarrow \Delta^z \) for each \( z \in U \) such that the maps \( A_j : U \rightarrow \mathcal{L}(X_j, Y_j) \), \( z \mapsto \Delta^z_j \) are holomorphic in operator norm for all \( j \in \mathbb{Z} \).

From now on, \( D = \{D^z\}_{z \in U} \) and \( \Delta = \{\Delta^z\}_{z \in U} \) are holomorphic families of \( \mathbb{Z} \)-graded chain complexes of Hilbert spaces. It will be a standing assumption that \( D^z := (X, d^z) \) and \( \Delta^z := (Y, \delta^z) \) are exact for all \( z \in U \). Furthermore, we will assume the existence of trivial Fredholm complexes \( C \) and \( \Gamma \) of index zero such that \( D^z \oplus C \) and \( \Delta^z \oplus \Gamma \) are finite rank perturbations of each other for all \( z \in U \).

For each element \( z \in U \), let \( i_C : \mathbb{C} \rightarrow |C| = |D^z \oplus C| \) denote the isomorphism defined by \( i_C : 1 \mapsto \omega \otimes \omega^* \), where \( \omega \in \det(C_+) = \det(C_-) \) is a non-trivial vector. The isomorphisms \( i^* : \mathbb{C} \rightarrow |\Gamma| = |\Delta^z \oplus \Gamma| \) are defined in a similar way.
The main aim of this section is to study the analyticity of the associated perturbation isomorphisms:

\[ i_\Gamma^{-1} P (\Delta^z \oplus \Gamma, D^z \oplus C) i_C : U \to \mathbb{C}^*. \]

The next lemma will play an important role and we therefore present a detailed proof of it. The notation \( \mathcal{L}^1(H, G) \) will refer to the Banach space of bounded operators \( T : H \to G \) with \( \text{Tr}(|T|) < \infty \), where \( \text{Tr} : \mathcal{L}(H)_+ \to [0, \infty] \) is the operator trace. The norm \( \| \cdot \|_1 \) on \( \mathcal{L}^1(H, G) \) is defined by \( \|T\|_1 := \text{Tr}(|T|) \) for all \( T \in \mathcal{L}^1(H, G) \).

Remark that each bounded operator of finite rank \( T : H \to G \) defines an element in \( \mathcal{L}^1(H, G) \).

**Lemma 6.3.** Let \( H \) and \( G \) be Hilbert spaces and \( A, B : U \to \mathcal{L}(H, G) \) holomorphic maps such that \( A^z \) and \( B^z \) have closed images for all \( z \in U \). Suppose that there exist holomorphic maps \( E, \Phi : U \to \mathcal{L}(G) \) such that \( E^z \) and \( \Phi^z \) are idempotents with \( \text{Im}(E^z) = \text{Im}(A^z) \) and \( \text{Im}(\Phi^z) = \text{Im}(B^z) \) for all \( z \in U \). Suppose also that \( A^z - B^z \) has finite rank for all \( z \in U \) and that the associated map \( A - B : U \to \mathcal{L}^1(H, G) \) is holomorphic.

Let \( z_0 \in U \). Then there exist an open neighborhood \( V \subseteq U \) of \( z_0 \) and two holomorphic maps \( K : V \to \mathcal{L}(H) \) and \( \Omega : V \to \mathcal{L}(H) \) such that \( K^z \) and \( \Omega^z \) are idempotents with \( \text{Im}(K^z) = \text{Ker}(A^z) \) and \( \text{Im}(\Omega^z) = \text{Ker}(B^z) \) for all \( z \in V \). Furthermore, we may arrange that the difference \( K^z - \Omega^z \) has finite rank for all \( z \in V \) and that the map \( K - \Omega : V \to \mathcal{L}^1(H) \) is holomorphic.

**Proof.** There exists an open neighborhood \( V \subseteq U \) of \( z_0 \in U \) such that

\[ E^{z_0} : \text{Im}(A^{z_0}) \to \text{Im}(A^{z_0}) \quad \text{and} \quad \Phi^{z_0} : \text{Im}(B^{z_0}) \to \text{Im}(B^{z_0}) \]

are isomorphisms of Hilbert spaces for all \( z \in V \). This implies that \( \text{Ker}(A^{z_0}) = \text{Ker}(E^{z_0} A^{z_0}) \) and \( \text{Ker}(B^{z_0}) = \text{Ker}(\Phi^{z_0} B^{z_0}) \) for all \( z \in V \). Without loss of generality we may thus suppose that \( \text{Im}(A^z) = \text{Im}(A^{z_0}) \) and \( \text{Im}(B^z) = \text{Im}(B^{z_0}) \) for all \( z \in U \).

Since \( A^{z_0} : \text{Ker}(A^{z_0}) \to \text{Im}(A^{z_0}) \) and \( B^{z_0} : \text{Ker}(B^{z_0}) \to \text{Im}(B^{z_0}) \) are isomorphisms of Hilbert spaces, there exists an open neighborhood \( V \subseteq U \) of \( z_0 \in U \) such that

\[ A^z : \text{Ker}(A^{z_0}) \to \text{Im}(A^{z_0}) \quad \text{and} \quad B^z : \text{Ker}(B^{z_0}) \to \text{Im}(B^{z_0}) \]

are isomorphisms for all \( z \in V \). Let

\[ \alpha^z : \text{Im}(A^{z_0}) \to \text{Ker}(A^{z_0}) \quad \text{and} \quad \beta^z : \text{Im}(B^{z_0}) \to \text{Ker}(B^{z_0}) \]

denote the inverses.

Define the bounded idempotents

\[ K^z := 1 - \alpha^z A^z : H \to H \quad \text{and} \quad \Omega^z := 1 - \beta^z B^z : H \to H \]

for all \( z \in V \). It is then clear that \( K, \Omega : V \to \mathcal{L}(H) \) are holomorphic and that

\[ \text{Im}(K^z) = \text{Ker}(A^z) \quad \text{and} \quad \text{Im}(\Omega^z) = \text{Ker}(B^z) \]

for all \( z \in V \).

Compute now as follows,

\[ K^z - \Omega^z = \beta^z B^z - \alpha^z A^z \]
\[ = \beta^z B^z - \beta^z B^z \alpha^z A^z - \Omega^z \alpha^z A^z \]
\[ = \beta^z (B^z - A^z) K^z - \Omega^z \alpha^z A^z. \]
In order to prove that $K^2 - \Omega^2$ has finite rank for all $z \in V$ and that $K - \Omega : V \to \mathcal{L}^1(H)$ is holomorphic, it is therefore enough to show that each of the maps
\[
\beta(B - A)K : V \to \mathcal{L}(H) \quad \text{and} \quad \Omega\alpha A : V \to \mathcal{L}(H)
\]
has this property. This can be verified immediately for the map $\beta(B - A)K : V \to \mathcal{L}(H)$.

To prove the claim for the map $\Omega\alpha A : V \to \mathcal{L}(H)$, it suffices to show that there exists an $m \in \mathbb{N}$ such that $\dim(\text{Im}(\Omega^2(\alpha_2 A^2))) \leq m$ for all $z \in V$. To this end, we remark that the image of the adjoint $(A^{20})^* : G \to H$ is closed since the image of $A^{20} : H \to G$ is closed by assumption. We thus have that $\text{Im}(\Omega^2(\alpha_2 A^2)) = \text{Im}(\Omega^2(A^{20})^*)$ for all $z \in V$. But this proves the claim since $\Omega^2(A^{20})^* = \Omega^2((A^{20})^* - (B^{20})^*)$ for all $z \in V$. Indeed, this identity implies that $\dim(\text{Im}(\Omega^2(A^{20})^*)) \leq \dim((A^{20} - B^{20})^*)$ for all $z \in V$.

We are now ready to prove the main result of this section:

**Proposition 6.4.** Suppose that $(d_j^2 + 0) - (\delta_j^2 + 0) : X_j \oplus C_j \to X_{j-1} \oplus C_{j-1}$ has finite rank for all $z \in U$ and that the associated map $U \to \mathcal{L}^1(X_j \oplus C_j, X_{j-1} \oplus C_{j-1})$ is holomorphic for all $j \in \mathbb{Z}$. Then the map $U \to \mathbb{C}^*$ defined by $z \mapsto i^{-1}P(\Delta^2 \oplus \Gamma, D^2 \oplus C)i_C$ is holomorphic.

**Proof.** Suppose first that $C = \Gamma = \{0\}$.

Let $z_0 \in U$. It is enough to show that the map in question is holomorphic on an open neighborhood of $z_0 \in U$.

By Lemma 6.3 there exist an open neighborhood $V$ of $z_0 \in U$ and holomorphic idempotents $E_j, \Phi_j : V \to \mathcal{L}(X_j)$ such that $\text{Im}(E_j^2) = \text{Ker}(d_j^2)$ and $\text{Im}(\Phi_j^2) = \text{Ker}(\delta_j^2)$ for all $j \in \mathbb{Z}$ and all $z \in V$. Furthermore, we may suppose that $E_j - \Phi_j : V \to \mathcal{L}^1(X_j)$ is holomorphic and factorizes through the finite rank operators $\mathcal{F}(X_j)$ for all $j \in \mathbb{Z}$. Remark that we are relying on the assumption that there exists a $J \in \mathbb{N}$ such that $X_J = \{0\}$ whenever $|j| \geq J$ at this point.

For each $j \in \mathbb{Z}$ and each $z \in V$, define the pseudo-inverses $(d_j^2)^\dagger : X_{j-1} \to X_j$ and $(\delta_j^2)^\dagger : X_{j-1} \to X_j$ such that
\[
(d_j^2)^\dagger d_j^2 = (1 - E_j^2) : X_j \to X_j, \quad d_j^2(d_j^2)^\dagger = E_{j-1}^2 : X_{j-1} \to X_{j-1},
\]
\[
(\delta_j^2)^\dagger \delta_j^2 = (1 - \Phi_j^2) : X_j \to X_j, \quad \delta_j^2(\delta_j^2)^\dagger = \Phi_{j-1}^2 : X_{j-1} \to X_{j-1}.
\]
It can then be verified that the associated maps $(d_j)^\dagger, (\delta_j)^\dagger : V \to \mathcal{L}(X_{j-1}, X_j)$ are holomorphic.

Now, for each $j \in \mathbb{Z}$, we have that
\[
d_j^2 - \delta_j^2 = d_j^2(\delta_j - d_j)\delta_j^\dagger + d_j^\dagger(E_{j-1} - \Phi_{j-1}) + (\Phi_j - E_j)\delta_j^\dagger.
\]
This implies that the difference $d_j^\dagger - \delta_j^\dagger : V \to \mathcal{L}^1(X_{j-1}, X_j)$ is holomorphic and factorizes through the finite rank operators $\mathcal{F}(X_{j-1}, X_j)$ for all $j \in \mathbb{Z}$.

For each $z \in V$, let
\[
\sigma^+_z := d^+_z + (d^+_z)^\dagger, \quad \tau^+_z := \delta^+_z + (\delta^+_z)^\dagger : X_+ \to X_+,
\]
\[
\sigma^-_z := d^-_z + (d^-_z)^\dagger, \quad \tau^-_z := \delta^-_z + (\delta^-_z)^\dagger : X_- \to X_-.\]
denote the associated isomorphisms of the \(\mathbb{Z}/2\mathbb{Z}\)-graded chains. The perturbation isomorphism is then given by

\[
P(\Delta^\frac{z}{2}, D^\frac{z}{2}) = \det(\Sigma^\frac{z}{2})^{-1} = \det(\tau^\frac{z}{2}\sigma^\frac{z}{2})^{-1} : V \to \mathbb{C}^*.
\]

It is now not hard to see, that the above considerations imply that the map

\[
\Sigma - 1 : V \to \mathcal{L}^1(X_+)
\]

is holomorphic. But this property guarantees that the Fredholm determinant yields a holomorphic map \(\det(\Sigma) : V \to \mathbb{C}^*\), see [9, Chapter IV, Section 1.8]. This proves the proposition in the case where \(C = \Gamma = \{0\}\).

To prove the general case, choose isomorphisms \(F : C_+ \to C_-\) and \(G : \mathbb{C} \to C_+\). This is possible since \(\text{Ind}(C) = \text{Ind}(\Gamma) = 0\). Consider the perturbed \(\mathbb{Z}/2\mathbb{Z}\)-graded Fredholm complexes

\[
(D^\frac{z}{2} \oplus C)_\mathbb{F} : X_+ \oplus C_+ \xrightarrow{d^\frac{z}{2} \oplus F} X_- \oplus C_- \xrightarrow{d^\frac{z}{2} \oplus 0} X_+ \oplus C_+
\]

and

\[
(\Delta^\frac{z}{2} \oplus C)_\mathbb{G} : Y_+ \oplus \Gamma_+ \xrightarrow{\delta^\frac{z}{2} \oplus G} Y_- \oplus \Gamma_- \xrightarrow{\delta^\frac{z}{2} \oplus 0} X_- \oplus C_-.
\]

It then follows from Proposition 4.2 that

\[
P((D^\frac{z}{2} \oplus C)_\mathbb{F}, (D^\frac{z}{2} \oplus C)_\mathbb{F})i_C = \det(F_+)\quad \text{and}\quad P((\Delta^\frac{z}{2} \oplus \Gamma)_{\mathbb{G}}, (\Delta^\frac{z}{2} \oplus \Gamma))i_\Gamma = \det(G_+)
\]

for all \(z \in U\). The transitivity of the perturbation isomorphism (Theorem 3.3) now yields that

\[
i_\Gamma^{-1} P((\Delta^\frac{z}{2} \oplus \Gamma, D^\frac{z}{2} \oplus C) i_C = i_\Gamma^{-1} P((\Delta^\frac{z}{2} \oplus \Gamma, (D^\frac{z}{2} \oplus C)_\mathbb{F})\circ P((D^\frac{z}{2} \oplus C)_\mathbb{F}, (D^\frac{z}{2} \oplus C)_\mathbb{F})i_C
\]

\[
= \det(G_+)^{-1} P((\Delta^\frac{z}{2} \oplus \Gamma)_{\mathbb{G}}, (D^\frac{z}{2} \oplus C)_{\mathbb{F}})\det(F_+)
\]

for all \(z \in U\). But this assignment depends analytically on \(z \in U\) by the first part of the present proof.

\[
\square
\]

7. Local trivializations of determinant line bundles

Throughout this section \(D := \{D^z\}_{z \in U}\) will be a holomorphic family of Fredholm complexes.

In this section, we shall see how the concept of perturbation isomorphisms allows us to construct local trivializations of the holomorphic determinant line bundle associated to \(D\). This very explicit form of the local trivializations will turn out to be an advantage for our investigation of the analyticity of the torsion isomorphisms.

For Fredholm operators the determinant line bundle was constructed by Quillen in [12]. The construction was then generalized by Freed to the case of Fredholm complexes, see [8, Section 2].

Let us start by recalling the algebraic structure of the determinant line bundle: It is given by the vector space \(|D| := \prod_{z \in U} |H_+(D^z)| \otimes |H_-(D^z)|^*\) and the surjective map \(|D| \to U, s^z_+ \otimes (s^z_-)^* \mapsto z\).
In order to construct our local trivializations of the data $|D| \to U$ we need the following concept:

**Definition 7.1.** Let $V \subseteq U$ be an open set. A **local trivialization** of the holomorphic family of Fredholm complexes $D := \{D^z\}$ over $V$ consists of

1. a trivial Fredholm complex
   \[ C : \cdots \leftarrow \mathbb{C}^{n_{j-1}} \leftarrow \mathbb{C}^{n_j} \leftarrow \mathbb{C}^{n_{j+1}} \leftarrow \cdots, \]
2. a holomorphic map
   \[ F_j = \begin{pmatrix} F^1_j \\ F^2_j \end{pmatrix} : V \to \mathcal{L}(\mathbb{C}^{n_j}, X_{j-1} \oplus \mathbb{C}^{n_{j-1}}) \]
   for each $j \in \mathbb{Z}$,

such that the perturbed sequence

\[ D^z_{\mathcal{F}} : \cdots \leftarrow X_{j-1} \oplus \mathbb{C}^{n_{j-1}} \leftarrow \mathcal{L}(\mathbb{C}^{n_j}, X_{j-1} \oplus \mathbb{C}^{n_{j-1}}) \]

is an exact chain complex for all $z \in V$. A local trivialization over $V \subseteq U$ will be denoted by $\mathcal{F} := \{D^z\}_{z \in V}$.

Let us immediately prove the existence of local trivializations of $D$ near any point $z_0 \in U$.

**Lemma 7.2.** Let $z_0 \in U$. Then there exist an open neighborhood $V \subseteq U$ of $z_0$ and a local trivialization of $D$ over $V$.

**Proof.** Without loss of generality we may assume that the chains $X_j$ are trivial for all $j < 0$.

We first prove by induction on $k \in \mathbb{N}_0$ that there exist

1. a trivial Fredholm complex
   \[ C_k : \{0\} \leftarrow \mathbb{C}^{n_1} \leftarrow \cdots \leftarrow \mathbb{C}^{n_k+1} \leftarrow \{0\}, \]
2. a holomorphic map
   \[ F_j = \begin{pmatrix} F^1_j \\ F^2_j \end{pmatrix} : V \to \mathcal{L}(\mathbb{C}^{n_j}, X_{j-1} \oplus \mathbb{C}^{n_{j-1}}) \]
   for all $j \in \{1, \ldots, k+1\}$, where $V \subseteq U$ is an open neighborhood of $z_0$, such that the perturbed sequence

\[ D^z_{\mathcal{F}_k} : \cdots \leftarrow X_{j-1} \oplus \mathbb{C}^{n_{j-1}} \leftarrow \mathcal{L}(\mathbb{C}^{n_j}, X_{j-1} \oplus \mathbb{C}^{n_{j-1}}) \]

is a chain complex with $H_j(D^z_{\mathcal{F}_k}) = \{0\}$ for all $z \in V$ and all $j \in \{0, \ldots, k\}$. 

Let \( k \in \mathbb{N}_0 \) and suppose that \( H_j(D^z) = \{0\} \) for all \( z \in U \) and all \( j \in \{-1, 0, \ldots, k-1\} \). By Lemma 6.3 we may choose an open neighborhood \( W \subseteq U \) of \( z_0 \) and a holomorphic idempotent \( E_k : W \to \mathcal{L}(X_k) \) such that \( \text{Im}(E_k^z) = \text{Ker}(d^z_k) \) for all \( z \in W \). Remark here that the images of all the differentials \( d^z_i \) are closed as a consequence of the Fredholmness assumption on \( D \), see [7, Theorem 2].

Choose an \( n_{k+1} \in \mathbb{N}_0 \) and a linear map \( F_{k+1} : \mathbb{C}^{n_{k+1}} \to \text{Ker}(d^z_{k+1}) \) such that

\[
\begin{pmatrix} d^z_{k+1} & F_{k+1} \end{pmatrix} : X_{k+1} \oplus \mathbb{C}^{n_{k+1}} \to \text{Ker}(d^z_{k+1})
\]

is surjective. It then follows that

\[
\begin{pmatrix} d^z_{k+1} & E_k^z F_{k+1} \end{pmatrix} : X_{k+1} \oplus \mathbb{C}^{n_{k+1}} \to \text{Ker}(d^z_{k+1})
\]

is surjective for all \( z \) in an open neighborhood \( V \subseteq W \) of \( z_0 \). This proves the above claim.

Without loss of generality, we may now suppose that there exists a \( k \in \mathbb{N}_0 \) such that \( X_j = \{0\} \) for all \( j > k \) and \( H_j(D^z) = \{0\} \) for all \( j < k \) and all \( z \in U \). As above, let \( W \subseteq U \) be an open neighborhood of \( z_0 \) and let \( E_k : W \to \mathcal{L}(X_k) \) be a holomorphic idempotent with \( \text{Im}(E_k^z) = \text{Ker}(d^z_k) = H_k(D^z) \) for all \( z \in W \). We may then choose an \( n_{k+1} \in \mathbb{N}_0 \) and an isomorphism \( F_{k+1} : \mathbb{C}^{n_{k+1}} \to \text{Ker}(d^z_{k+1}) \). It follows that \( E_k^z F_{k+1} : \mathbb{C}^{n_{k+1}} \to \text{Ker}(d^z_{k+1}) \) is an isomorphism for all \( z \) in an open neighborhood \( V \subseteq W \) of \( z_0 \). This ends the proof of the lemma.

We shall now see how a local trivialization \( \mathcal{F} \) of \( D \) over an open set \( V \subseteq U \) gives rise to a local trivialization

\[
\Phi_{\mathcal{F}} : \coprod_{z \in V} |H_+(D^z)| \otimes |H_-(D^z)|^* \to V \times \mathbb{C}
\]

of the collection of determinant lines over \( V \).

Let \( (\mathbb{C}^{n_+} \oplus \mathbb{C}^{n_-}, 0) \) denote the trivial \( \mathbb{Z}/2\mathbb{Z} \)-graded complex associated to \( \mathcal{F} \). The standard bases in \( \mathbb{C}^{n_+} \) and \( \mathbb{C}^{n_-} \) then provide us with non-trivial elements \( \omega_+ \in |\mathbb{C}^{n_+}| \) and \( \omega_- \in |\mathbb{C}^{n_-}| \). In particular, we have a linear map

\[
i_C : |D^z| \to |D^z \oplus C|, \quad s_+^z \otimes (s_-^z)^* \mapsto (s_+^z \wedge \omega_+) \otimes (s_-^z \wedge \omega_-)^*
\]

for all \( z \in V \). Furthermore, for each \( z \in V \), we have the perturbation isomorphism

\[
P(D^z_{\mathcal{F}}, D^z \oplus C) : |D^z \oplus C| \to \mathbb{C}.
\]

The local trivialization \( \Phi_{\mathcal{F}} \) is then defined by

\[
\Phi_{\mathcal{F}} : s_+^z \otimes (s_-^z)^* \mapsto \left( z, (P(D^z_{\mathcal{F}}, D^z \oplus C)i_C)(s_+^z \otimes (s_-^z)^*) \right)
\]

for all \( z \in V \).

We end this section by showing that our local trivializations define a holomorphic line bundle structure on the determinant lines, \( |D^z| \to U \). This is the content of the next proposition:

**Proposition 7.3.** Let \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) be two local trivializations of \( D \) over the open subsets \( V_1 \) and \( V_2 \) of \( U \). Then the composition \( \Phi_{\mathcal{F}_2} \Phi_{\mathcal{F}_1}^{-1} \) defines a holomorphic map \( V_1 \cap V_2 \to \mathbb{C}^* \).
Proof. Let $C_1$ and $C_2$ denote the trivial Fredholm complexes associated with $\mathcal{F}_1$ and $\mathcal{F}_2$. Choose trivial Fredholm complexes $C_3$ and $C_4$ of index zero such that

$$C_1 \oplus C_3 = C_2 \oplus C_4.$$ 

By Lemma 5.3 we have that

$$(\Phi_{\mathcal{F}_2}^{-1}\Phi_{\mathcal{F}_1}^{-1})(z) = P(D_{\mathcal{F}_2}, D_{\mathcal{F}_2} \oplus C_2)i_{C_2} \circ i_{C_1}^{-1}P(D_{\mathcal{F}_1}, D_{\mathcal{F}_1} \oplus C_1)$$

$$= i_{C_4}^{-1}P(D_{\mathcal{F}_2} \oplus C_4, D_{\mathcal{F}_2} \oplus C_2 \oplus C_4)i_{C_4}i_{C_2}$$

$$\circ i_{C_1}^{-1}i_{C_3}^{-1}P(D_{\mathcal{F}_1} \oplus C_1, D_{\mathcal{F}_1} \oplus C_3)i_{C_3}$$

$$= i_{C_4}^{-1}P(D_{\mathcal{F}_2} \oplus C_4, D_{\mathcal{F}_2} \oplus C_2 \oplus C_4)P(D_{\mathcal{F}_1} \oplus C_1 \oplus C_3, D_{\mathcal{F}_1} \oplus C_3)i_{C_3}$$

for all $z \in V_1 \cap V_2$.

Thus, by the transitivity of the perturbation isomorphisms (Theorem 3.3) it is enough to show that the map $V_1 \cap V_2 \to \mathbb{C}^*$, $z \mapsto i_{C_4}^{-1}P(D_{\mathcal{F}_2} \oplus C_4, D_{\mathcal{F}_1} \oplus C_3)i_{C_3}$ is holomorphic. But this is a consequence of Proposition 6.4. \qed

8. Analyticity of the perturbation isomorphisms

Throughout this section, $D := \{D^z\} := \{X, d^z\}$ and $\Delta := \{\Delta^z\} := \{X, \delta^z\}$ will be holomorphic families of Fredholm complexes parametrized by an open subset $U \subseteq \mathbb{C}^k$.

Let $|D|$ and $|\Delta|$ denote the holomorphic determinant line bundles associated with $D$ and $\Delta$. As a consequence of the investigations carried out in the preceding section we obtain the following:

Theorem 8.1. Suppose that $\Delta$ is a finite rank perturbation of $D$ and that the associated maps $d_j - \delta_j : U \to \mathcal{L}^1(X_j, X_{j-1})$, $j \in \mathbb{Z}$, are holomorphic. Then the perturbation isomorphisms define a holomorphic map

$$P(\Delta, D) : |D| \to |\Delta|, \quad s^\ast_+ \otimes (s^\ast_+)^* \mapsto P(\Delta^z, D^z)(s^\ast_+ \otimes (s^\ast_+)^*).$$

Proof. Let $z_0 \in U$ and let $\mathcal{F}$ and $\mathcal{G}$ be local trivializations of $D$ and $\Delta$ over an open neighborhood $V \subseteq U$ of $z_0$. Let $C$ and $\Gamma$ denote the associated trivial Fredholm complexes. As in the proof of Proposition 7.3, we compute that

$$(\Phi_{\mathcal{G}}P(\Delta, D)\Phi_{\mathcal{F}}^{-1})(z) = i_{\Gamma_1}^{-1}P(\Delta^z_\mathcal{G} \oplus \Gamma_1, \Delta^z_\mathcal{G} \oplus \Gamma_1 \oplus \Gamma_1)P(D^z \oplus C \oplus C_1)$$

$$\circ P(D^z \oplus C \oplus C_1, D^z_\mathcal{G} \oplus C_1)i_{C_1}$$

$$= i_{\Gamma_1}^{-1}P(\Delta^z_\mathcal{G} \oplus \Gamma_1, D^z_\mathcal{G} \oplus C_1)i_{C_1}$$

for all $z \in V$, where $C_1$ and $\Gamma_1$ are trivial Fredholm complexes of index zero with

$$\Gamma \oplus \Gamma_1 = C \oplus C_1.$$ 

The result of the theorem is now a consequence of Proposition 6.4. \qed

We remark that the above theorem is related to [4, Theorem 15]. Indeed, Carey and Pincus use perturbation isomorphisms of Fredholm operators to construct a global section of a certain pullback of Quillen’s determinant line bundle.
9. Analyticity of the torsion isomorphisms

Throughout this section, $D := \{D^2\} := \{X, d^2\}$ and $\Delta := \{\Delta^2\} := \{Y, \delta^2\}$ will be holomorphic families of Fredholm complexes parametrized by an open subset $U \subseteq \mathbb{C}^k$. Furthermore, $A : D \to \Delta$ will be a holomorphic chain map.

For each $z \in U$, we let $T'\bigl(\Delta^2\bigr) : |\Delta^2| \to |D^2| \otimes |C^A|$ denote the torsion isomorphism of the mapping cone triangle

$$\Delta^2 : D^2 \xrightarrow{\Delta^2} \Delta^2 \xrightarrow{i} C^A \xrightarrow{p} T^2.$$  

The main result of this section is that these torsion isomorphisms induce a holomorphic map

$$T\bigl(\Delta\bigr) : |\Delta| \to |D| \otimes |C^A|, \quad (s^2_+ \otimes s^2_-) \mapsto T\bigl(\Delta^2\bigr)(s^2_+ \otimes s^2_-)$$  

between the associated determinant line bundles.

This proof of this result will rely on two of the previous main achievements of this paper. The first one is the description of the holomorphic structure of the involved determinant line bundles by means of perturbation isomorphisms, see Section 7. The second one is Theorem 5.1, which provides a fundamental relationship between torsion isomorphisms and perturbation isomorphisms.

We will start by providing simultaneous local trivializations of $D$, $\Delta$ and $C^A$.

**Lemma 9.1.** Let $z_0 \in U$. Then there exist local trivializations $(\mathcal{F}, C)$ and $(\mathcal{G}, \Gamma)$ of $D$ and $\Delta$ over an open neighborhood $V \subseteq U$ of $z_0$ together with holomorphic maps

$$H_j : V \to \mathcal{L}(C_j, Y_j \oplus \Gamma_j)$$  

such that $\Gamma \oplus TC$ and the holomorphic maps

$$K_j = \begin{pmatrix} G_j & H_j \cr 0 & -F_j \cr G_j & H_j \cr 0 & -F_j \end{pmatrix} : V \to \mathcal{L}(\Gamma_j \oplus C_{j-1}, Y_{j-1} \oplus X_{j-2} \oplus \Gamma_{j-1} \oplus C_{j-2})$$  

provide a local trivialization $(\mathcal{X}, \Gamma \oplus TC)$ of $C^A$ over $V$.

**Proof.** By Lemma 7.2 there exists a local trivialization $(\mathcal{G}, \Gamma)$ of the holomorphic family of Fredholm complexes $\Delta$ over an open neighborhood $W \subseteq U$ of $V$.

It then follows by construction that

$$\begin{pmatrix} \delta_j & A_{j-1} \cr 0 & -d_{j-1} \cr 0 & 0 \cr 0 & 0 \end{pmatrix}$$  

defines a holomorphic family of Fredholm complexes over $W$. By another application of Lemma 7.2 there exists a local trivialization $(\mathcal{L}, TC)$ of this data over an open neighborhood $V \subseteq W$ of $z_0$. 


Let us write the associated holomorphic maps as

\[
L_j = \begin{pmatrix}
H^1_{j-1} \\
-F^1_{j-1} \\
H^2_{j-1}
\end{pmatrix}: V \to \mathcal{L}(C_{j-1}, Y_{j-1} \oplus X_{j-2} \oplus \Gamma_{j-1} \oplus C_{j-2}).
\]

We then have that \((X', \Gamma \oplus TC)\) is a local trivialization of the mapping cone complex \(C^A\) over \(V\), where the holomorphic maps \(K_j: V \to \mathcal{L}((\Gamma \oplus TC)_j, (C^A)_{j-1} \oplus (\Gamma \oplus TC)_{j-1})\) are defined as in (9.1).

Notice now that it follows from the identity

\[
0 \rightarrow \delta_j A_j-1 G^1_j H^1_{j-1} 0 -d_j 0 -F^1_{j-1} 0 0 -F^2_{j-1}
\]

that we have a holomorphic family of Fredholm complexes,

\[
D_\mathcal{F} : \cdots \leftarrow X_{j-1} \oplus C_{j-1} \leftarrow X_j \oplus C_j \leftarrow \cdots
\]

and a holomorphic chain map \(A_\mathcal{F}: D_\mathcal{F} \rightarrow \Delta_\mathcal{F}\) defined by

\[
(A_\mathcal{F})_j := \begin{pmatrix} A_j & H^1_j \\ 0 & H^2_j \end{pmatrix}: X_j \oplus C_j \rightarrow Y_j \oplus \Gamma_j.
\]

To prove the lemma, it therefore suffices to show that the homology of \(D^z_\mathcal{F}\) is trivial for all \(z \in V\). But this follows by remarking that \(C^A_{X'}\) is chain isomorphic to the mapping cone of \(A_\mathcal{F}: D_\mathcal{F} \rightarrow \Delta_\mathcal{F}\). Indeed, this observation implies the existence of a six term exact sequence

\[
H_+(D^z_\mathcal{F}) \rightarrow H_+(\Delta^z_\mathcal{F}) \rightarrow H_+(C^A_{X'})
\]

for all \(z \in V\). This shows that \(H_+(D^z_\mathcal{F}) = H_-(D^z_\mathcal{F}) = \{0\}\) for all \(z \in V\), since these identities hold for both \(\Delta^z_\mathcal{F}\) and \((C^A_{X'})^z\).

We are now ready to state and prove the main result of this section.

**Theorem 9.1.** The map \(T(\mathcal{D}): |\Delta| \to |D| \otimes |C^A|\) given by

\[
s^+_z \otimes (s^-_z)^* \mapsto T(\mathcal{D})(s^+_z \otimes (s^-_z)^*)
\]

is holomorphic.

**Proof.** Let \(z_0 \in U\). Consider the local trivializations \((C, \mathcal{F}), (\Gamma, \mathcal{H})\) and \((\Gamma \oplus TC, \mathcal{X})\) of \(D, \Delta\) and \(C^A\) over an open neighborhood \(V \subseteq U\) of \(z_0\), as constructed in Lemma 9.1.
We need to show that the composition
\[(\Phi_f \otimes \Phi_{f'}) T(\mathcal{D}) \Phi_{\mathcal{D}}^{-1} : V \to \mathbb{C}^*\]
is holomorphic. We claim that it is constant and equal to the sign \((-1)^{n_+ + m_+ - (n_- + m_-)}\), where \(n_+ = \dim(C_+), n_- = \dim(C_-)\) and \(m_+ = \dim(\Gamma_+), m_- = \dim(\Gamma_-)\).

To prove this claim, let
\[T(\mathcal{D}) : |\Delta \oplus \Gamma| \to |D \oplus C| \otimes |C^A \oplus \Gamma \oplus TC|\]
and
\[T(A \oplus 0) : |\Delta \oplus \Gamma| \to |D \oplus C| \otimes |C^{A^{\otimes 0}}|\]
denote the torsion isomorphisms associated with the triangles
\[D \oplus C \xrightarrow{(A \oplus 0)} \Delta \oplus \Gamma \xrightarrow{\Delta \oplus \Gamma} C^A \oplus \Gamma \oplus TC \xrightarrow{T(D \oplus C)}\]
and
\[D \oplus C \xrightarrow{(A \oplus 0)} \Delta \oplus \Gamma \xrightarrow{\Delta \oplus \Gamma} C^{A^{\otimes 0}} \xrightarrow{T(D \oplus C)}\]
Furthermore, let \(A_{f'} : D_f \to D_{f'}\) denote the holomorphic chain map constructed in the proof of Lemma 9.1. Finally, let \(\Psi : C^A \oplus \Gamma \oplus TC \to C^{A^{\otimes 0}}\) and \(\Psi : C^A \to C^{A_{f'}}\) denote the holomorphic chain isomorphisms defined by interchanging the factors,
\[\Psi_j : Y_j \oplus X_{j-1} \oplus \Gamma_j \oplus C_{j-1} \to Y_j \oplus \Gamma_j \oplus X_{j-1} \oplus C_{j-1}, \quad j \in \mathbb{Z}.\]

Our claim is now proved by the following computation,
\[
(\Phi_f \otimes \Phi_{f'}) T(\mathcal{D}) \Phi_{\mathcal{D}}^{-1} = (P(D \oplus C) \otimes (C^A \oplus \Gamma \oplus TC)) \circ (iC \otimes i\Gamma \otimes \mathcal{T}(D \oplus \Gamma, \Delta \oplus \Gamma, \Delta_{\mathcal{D}})) \circ (-1)^{n_+ + m_+ - (n_- + m_-)} (P(D \oplus C) \otimes (C^A \oplus \Gamma \oplus TC)) \circ T(\tilde{\mathcal{D}} P(\Delta \oplus \Gamma, \Delta_{\mathcal{D}})) \circ (-1)^{n_+ + m_+ - (n_- + m_-)} (P(D \oplus C) \otimes (C^A \oplus \Gamma \oplus TC)) \circ T(\tilde{\mathcal{D}} P(\Delta \oplus \Gamma, \Delta_{\mathcal{D}})) \circ (-1)^{n_+ + m_+ - (n_- + m_-)} (P(D \oplus C) \otimes (C^A \oplus \Gamma \oplus TC)) \circ T(\tilde{\mathcal{D}} P(\Delta \oplus \Gamma, \Delta_{\mathcal{D}})) \circ (-1)^{n_+ + m_+ - (n_- + m_-)},
\]
where the second identity follows from Lemma 5.2, and the last identity follows from Theorem 5.1. The remaining identities can be verified by straightforward investigations. This proves the theorem.

\[\Box\]
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