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Plants release chemicals to deter attackers. Arabidopsis thaliana relies on multiple defense compounds, including indol-3-ylmethyl glucosinolate (I3G), which upon hydrolysis initiated by myrosinase enzymes releases a multitude of bioactive compounds, among others, indole-3-acetonitrile and indole-3-acetoisothiocyanate. The highly unstable isothiocyanate rapidly reacts with other molecules. One of the products, indole-3-carbinol, was reported to inhibit auxin signaling through binding to the TIR1 auxin receptor. On the contrary, the nitrile product of I3G hydrolysis can be converted by nitrilase enzymes to form the primary auxin molecule, indole-3-acetic acid, which activates TIR1. This suggests that auxin signaling is subject to both antagonistic and protagonistic effects of I3G hydrolysis upon attack. We hypothesize that I3G hydrolysis and auxin signaling form an incoherent feedforward loop and we build a mathematical model to examine the regulatory network dynamics. We use molecular docking to investigate the possible antagonistic properties of different I3G hydrolysis products by competitive binding to the TIR1 receptor. Our simulations reveal an uncoupling of auxin concentration and signaling, and we determine that enzyme activity and antagonist binding affinity are key parameters for this uncoupling. The molecular docking predicts that several I3G hydrolysis products strongly antagonize auxin signaling. By comparing a tissue disrupting attack – e.g., by chewing insects or necrotrophic pathogens that causes rapid release of I3G hydrolysis products – to sustained cell-autonomous I3G hydrolysis, e.g., upon infection by biotrophic pathogens, we find that each scenario gives rise to distinct auxin signaling dynamics. This suggests that plants have different defense versus growth strategies depending on the nature of the attack.
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INTRODUCTION

Plants have evolved numerous chemicals to defend themselves against attack from herbivores and pathogens. These are fascinating examples of complex biological designs. A well-studied example is the two-component ‘mustard oil bomb’ characteristic of cruciferous plants (Figure 1A) (Lüthy and Matile, 1984; Halkier and Gershenzon, 2006; Wittstock and Burow, 2010).

Abbreviations: GLS, glucosinolate; I3C, indole-3-carbinol; I3G, indol-3-ylmethyl glucosinolate; I3M, indol-3-ylmethyl; IAA, indole-3-acetic acid; IAN, indole-3-acetonitrile; ITC, indole-3-acetoisothiocyanate; MYR, myrosinase; NIT, nitrilase; NSP, nitrile-specifier protein.
The ‘mustard oil bomb’ consists of the sulfur-rich GLS and thioglucosidase enzymes referred to as MYRs. Hydrolysis of GLS by MYR leads to GLS aglucones that can spontaneously rearrange into isothiocyanates (ITCs) – reactive compounds with antimicrobial and insecticidal activities (Wittstock et al., 2003; Wittstock and Burow, 2010). In the presence of NSPs, hydrolysis does not lead to ITC formation, but instead gives nitriles or other GLS hydrolysis products (Burow et al., 2006, 2009; Wittstock and Burow, 2016; Wittstock et al., 2016). Thus, GLS and their hydrolysis products give rise to complex mixtures of products with diverse functions associated with environmental interactions (Beekwilder et al., 2008; de Vos et al., 2008; Agerbirk et al., 2009; Burow et al., 2009; Wittstock and Burow, 2010).

The two main components, GLS and MYR, are spatially separated in the plant. This can be in separate cells, i.e., the GLS-containing S-cells and the MYR-containing myrosin cells (Andréasson et al., 2001; Koroleva et al., 2010), or in separate intracellular compartments (Grob and Matile, 1979; Andréasson et al., 2001). Upon tissue breakage – e.g., by attack by chewing insect or necrotrophic pathogen infection – the boundaries are broken and GLS are hydrolyzed by MYR (Bones and Iversen, 1985; Andréasson et al., 2001) (Figure 1A). Upon infection with biotrophic pathogens, the plant responds with cell-autonomous hydrolysis (i.e., independent of tissue breakage) of tryptophan-derived indole GLS by atypical MYRs (e.g., PEN2 and PYK10) (Figure 1B) (Bednarek et al., 2009; Clay et al., 2009; Nakano et al., 2014, 2017; Zhao et al., 2015). The effects elicited by indole GLS hydrolysis products go beyond toxicity and range from mechanistic protection – such as increased callose deposition to strengthening of the cell wall and inhibition of cell penetration (Clay et al., 2009) – to strategies such as modulation of the hypersensitive response (Zhao et al., 2015).

Hydrolysis of I3M GLS (I3G) is a possible source of IAA, the primary plant auxin. The nitrile hydrolysis product, IAN, is a known in vitro substrate for NIT capable of converting IAN into IAA (Normanly et al., 1997; Vorwerk et al., 2001; Janowitz et al., 2009; Fu et al., 2016). Auxins are phytohormones generally associated with plant growth, e.g., by weakening of cell wall (Fu and Wang, 2011). It is believed that auxins attenuate plant defense by promoting growth over defense (Naseem et al., 2015), as increased auxin inhibits biosynthesis of salicylic acid – the major pathogen-induced defense hormone (Wang et al., 2007; Robert-Seilaniantz et al., 2011). Certain pathogens exploit this and actively synthesize and secrete auxins, possibly to facilitate successful infection (Yamada, 1993; Fu and Wang, 2011; Huot et al., 2014). Whether increased levels of auxin upon fungal infection of plant tissues originate from the pathogen or the plant is, however, not always clear. While auxins do not seem to be strictly required for pathogenicity (Chanclud and Morel, 2016), they may still play a critical role in fine-tuning plant–pathogen interactions.

The highly reactive ITC hydrolysis product gives rise to a multitude of different compounds (Agerbirk et al., 2009). One of these, I3C, was recently reported to exhibit auxin-antagonistic behavior via its competitive binding to TIR1 – the major auxin receptor (Katz et al., 2015a,b). This proposes a function of an I3G hydrolysis product as inhibitor of auxin signaling upon attack. Breakdown of specifically I3G – and not the modified indole GLS, such as 4-methoxy-indol-3-ylmethyl GLS – thus represent a molecular link between plant defense and growth. Thus, in addition to exerting its direct defense function, I3G can...
impact auxin signaling through both a positive and a negative route, thereby constituting a feedforward loop in a regulatory network. More specifically, this suggests that I3G breakdown and auxin signaling form a ‘type 3’ incoherent feedforward loop which enables pulse-like behavior and conditional regulation (Figure 1C) (Mangan and Alon, 2003; Alon, 2007; Csinkész-Nagy et al., 2009; Tyson and Novák, 2010; Zhang et al., 2011; Semsey, 2014).

Physiological changes are ultimately the result of an organism’s ability to respond to external and internal signals. Regulatory networks are essential for information processing and decision making. Because of this, we need to understand the properties of the underlying regulatory network if we wish to gain insights into physiological responses. In cruciferous plants, the I3G-auxin loop may be part of the regulatory network balancing growth and defense strategies in response to attack as external signal. Here, we examined the dynamic properties of a possible regulatory network of I3G hydrolysis and auxin signaling. We propose a regulatory network consisting of a negative regulator through ITC-derived compounds and a positive enforcement through the NSP-directed production of the IAA precursor, IAN. We furthermore build the corresponding mathematical model and simulate the outcomes of I3G hydrolysis on auxin signaling (monitored as TIR1:IAA complex formation) using two scenarios: triggering of the ‘mustard oil bomb’ and sustained cell-autonomous hydrolysis. By bringing together previous experimental findings into a mathematical model and examining the proposed regulatory network, we investigate the effects of I3G hydrolysis on the dynamics of auxin signaling. Our simulations suggest that several of the I3G hydrolysis products may antagonize auxin signaling via competitive binding to the TIR1 receptor. We find that the two scenarios display different dynamics. Triggering of the ‘mustard oil bomb’ generates a pulse, which potentially serves as a signal being propagated to the surrounding cells. Sustained cell-autonomous hydrolysis, however, would enable a long-term uncoupling of auxin concentration and auxin signaling, which could play a role in auxin homeostasis under pathogen infection.

METHODS

Mathematical Modeling

A series of ordinary differential equations were used to model the ‘incoherent feedforward loop’ of I3G breakdown and its effect on TIR1:IAA complex formation:

\[
\frac{d\text{IAN}}{dt} = \beta \* \text{MYR} \* \alpha \* \frac{V_{\text{max,MYR}} \* I3G}{K_{\text{M,MYR}} + I3G} - \tau_{\text{IAN}} \* \text{IAN} \tag{1}
\]

\[
\frac{d\text{Ant}}{dt} = (1 - \beta) \* \text{MYR} \* \alpha \* \frac{V_{\text{max,MYR}} \* I3G}{K_{\text{M,MYR}} + I3G} - \tau_{\text{Ant}} \* \text{Ant}
\]

\[
\text{Ant} - k_{\text{on,TIR1:Ant}} \* (\text{TIR1} - \text{TIR1} : \text{IAA} - \text{TIR1} : \text{Ant}) \]

\[
\text{Ant} + k_{\text{off,TIR1:Ant}} \* \text{TIR1} : \text{Ant} \tag{2}
\]

\[
\frac{d\text{IAA}}{dt} = \theta + \text{NIT} \* \frac{V_{\text{max,NIT}} \* \text{IAN}}{K_{\text{M,NIT}} + \text{IAN}} - \tau_{\text{IAA}} \* \text{IAA} - k_{\text{on,TIR1:IAA}} \* (\text{TIR1} - \text{TIR1} : \text{IAA} - \text{TIR1} : \text{Ant}) \* \text{IAA} + k_{\text{off,TIR1:IAA}} \* \text{TIR1} : \text{IAA} \tag{3}
\]

\[
\frac{d\text{TIR1} : \text{IAA}}{dt} = k_{\text{on,TIR1:IAA}} \* (\text{TIR1} - \text{TIR1} : \text{IAA} - \text{TIR1} : \text{Ant}) \* \text{IAA} - k_{\text{off,TIR1:IAA}} \* \text{TIR1} : \text{IAA} \tag{4}
\]

\[
\frac{d\text{TIR1} : \text{Ant}}{dt} = k_{\text{on,TIR1:Ant}} \* (\text{TIR1} - \text{TIR1} : \text{IAA} - \text{TIR1} : \text{Ant}) \* \text{Ant} - k_{\text{off,TIR1:Ant}} \* \text{TIR1} : \text{Ant} \tag{5}
\]

Where \(\beta\) is a value ranging from 0 to 1 representing the influence of NSP on MYR-catalyzed production of IAN. The \(\alpha\) parameter is a Boolean value enabling I3G hydrolysis. The degradation rates of the various compounds are written with \(\tau\). Synthesis of IAA from other sources than I3G breakdown is written with \(\theta\). Enzyme kinetic parameters for maximum velocity and Michaelis–Menten constant are denoted by \(V_{\text{max}}\) and \(K_{\text{M}}\), respectively. Binding rates \(k_{\text{on}}\) and \(k_{\text{off}}\) are derived from the dissociation constants \(K_{\text{D}}\) (\(K_{\text{D}} = k_{\text{off}}/k_{\text{on}}\)) estimated from molecular docking. The dynamic variables of the model are: IAN, IAA, antagonist (an umbrella term for all ITC-derived hydrolysis products capable of binding TIR1), TIR1, TIR1:IAA and TIR1:antagonist.

Several assumptions were made to model this system: (1) translocation of molecules occurs instantaneously and is not prohibited by either diffusion or transport; (2) binding on-rates of both IAA and antagonist to TIR1 are instantaneous (i.e., 1 \(\mu\)M\(^{-1}\)s\(^{-1}\) which is considerably faster than our timescale of minutes); (3) protein abundance (MYR, NIT, and TIR1) remains constant within simulated timescale; (4) IAA exists only as free IAA, and not in sequestered or conjugated forms; (5) the degradation rate of IAN (\(\tau_{\text{IAN}}\)) is unknown and thus arbitrarily set to be 0.1 min\(^{-1}\), which is comparable to \(\tau_{\text{Ant}}\); (6) Synthesis of IAA from sources other than I3G hydrolysis (i.e., \(\theta\)) remains constant throughout simulated timescale with a steady-state IAA concentration of \(\sim 0.02 \mu\)M (as estimated below); (7) MYR enzyme kinetics acquired using the structurally different GLS sinigrin as substrate also apply to I3G; (8) Chemical conversion of ITC to conjugates (or I3C) occur instantaneously, and is a complete conversion of all ITC molecules.

Parameter Estimation

In addition to the enzyme kinetic values, our model requires several parameters derived from experimental results. The total amount of I3G has been determined experimentally to be

\[
\frac{d\text{IAN}}{dt} = \beta \* \text{MYR} \* \alpha \* \frac{V_{\text{max,MYR}} \* I3G}{K_{\text{M,MYR}} + I3G} - \tau_{\text{IAN}} \* \text{IAN} \tag{1}
\]
~0.1 nmol in a 5-day-old Arabidopsis seedling of the Columbia-0 accession and the weight of a seedling at that stage was determined to be roughly 1 mg (not shown). Assuming that the density of a seedling is ~1 g/mL (as most organic matter), a 5-day-old seedling occupies a volume of ~1 μL, with a I3G concentration of ~100 μM. The amount of primary auxin, IAA, has been reported to be between 2.5 and 5 pg/mg fresh weight in 5-day-old seedlings (Bhalerao et al., 2002), which corresponds to an IAA concentration of ~0.02 μM. Querying the large pep2pro database of quantitative proteomic data we extracted relative abundances of NITs (At3g44310, At3g44300, and At3g44320), MYRs (At5g26000, At1g47600, At1g51470, At2g44490, and At3g09260) and TIR1 (At3g62980) in Arabidopsis root tissue (Baerenfaller et al., 2011; Hirsch-Hoffmann et al., 2012). Taking advantage of an absolutely quantified sucrose synthetase [At3g43190, 2.25 fmol/mg FW (Wienkoop et al., 2010)] for normalization, we acquired rough estimates of protein abundance (Table 1).

For degradation rates of IAA and antagonists, we rely on in vitro stability assays describing the exponential decay of these compounds. The concentration of IAA is reported to remain at ~30% of the initial concentration after 21 days which corresponds to 0.0024 min⁻¹ (Dunlap et al., 1986; Dunlap and Robacker, 1988). Regarding the antagonists, a similar value is available only for the indole-3-methyl ascorbate conjugate (also known as ascorbigen). This compound shows an in vitro decay of 75% over the course of 10 h, which corresponds to 0.125 min⁻¹ (Hrnčirík et al., 1998). We apply this rate for all antagonists. Unless explicitly specified, the default parameter set was used in all simulations (Table 1).

Simulations
The equations were incorporated into MATLAB and solved using the ‘ode23s’ function. The simulations were run for 3000 min with α = 0 in order to achieve steady-state. To start I3G hydrolysis, α is set to 1. For simulation of ‘mustard oil bomb’ triggering, α is set to 1 for 1 min, after which it is set to 0 and run until steady-state is achieved. To simulate the sustained cell-autonomous hydrolysis, α is set to 1 and the simulation is then run until steady-state is achieved.

Molecular Docking
Ligands and receptors were prepared using AutoDock Tools v. 1.5.6. Docking was performed using AutoDock Vina (Trott and Olson, 2010). Grid dimensions used were 14 × 14 × 14 with a grid spacing of 1.0 Å when ligands (IAA (indol-3-acetic acid, PubChem CID: 351795), IAN (indol-3-acetonitrile, PubChem CID: 351795), I3C (indol-3-carbinol, PubChem CID: 3712), I3M-Asc (indol-3-ymlmethylascorbate/ascorbigen, PubChem CID: 3081416), I3M-GSH (indol-3-ymlmethylglutathione,PubChem CID: 7131712), I3M-Cys (indol-3-ymlmethylcysteine, PubChem CID: 46397632), I3M-I3M-GSH (S-[2-(indol-3-ymlmethyl)indol-3-ymlmethyl]glutathione), I3M-I3M-Cys (S-[2-(indol-3-ymlmethyl)indol-3-ymlmethyl]cysteine)) were docked into the previously defined IAA binding pocket (Tan et al., 2007) or 28 × 26 × 26 to cover the entire possible binding cavity of the receptor to identify other preferred binding sites than that of the co-crystallized IAA. Docking of TIR1 in apo and bound-like states were achieved using multiple templates to reflect the different conformational states. The templates used were PDB ID: 2P1M, PDB ID: 2P1P where IAA was removed prior to docking, PDB ID: 2P1Q where IAA was removed prior to docking and PDB ID: 2P1Q where IAA and the IAA7 peptide were removed prior to docking. Evaluation of our docking strategy was performed by docking co-crystallized compounds (Tan et al., 2007; Hayashi et al., 2008) into the different templates to obtain the co-crystallized conformations.

RESULTS
Dynamics Predict a Transient Drop in TIR1:IAA Concentration Upon I3G Hydrolysis
The key output of our simulations is concentration of TIR1:IAA complex as a proxy for auxin signaling events. We compare the dynamics of TIR1:IAA concentration between the two scenarios – triggering of the ‘mustard oil bomb’ and sustained cell-autonomous hydrolysis (Figure 2). Simulating cellular disruption (i.e., triggering of the ‘mustard oil bomb’) predicts that TIR1:IAA drops in concentration immediately after hydrolysis is initiated. This drop is then recovered over a course of 25–30 min (Figure 2A). Similarly, sustained I3G hydrolysis upon infection, e.g., by a biotrophic pathogen results in a rapid drop in TIR1:IAA complexes. However, recovery up to initial concentrations occurs over a course of 200 min, and the increase continues onwards for several hundreds of minutes, until a new steady-state is achieved (Figure 2B). The fast drop and slow recovery is due to the separation of time scales in production of antagonist and IAA; antagonist accumulates rapidly (independently of enzyme catalysis) when triggered, while the rate of IAA production is limited by the relatively low enzyme activity and abundance of NIT.

We also simulated the dynamics of IAA levels. During mustard bomb triggering, no significant alterations in IAA concentration are predicted (Figure 2A). Contrary to this, sustained cell-autonomous hydrolysis results in a significant increase in IAA concentration (Figure 2B). Another major difference between the two simulated scenarios is the relationship between IAA and TIR1:IAA dynamics. Cellular disruption attack results in a transient discoordination between IAA and TIR1:IAA that is recovered over time, whereas we observe a complete shift in the relationship between IAA and TIR1:IAA under sustained attack (Figure 2).

NSP-Dependent Impact on Model Simulations of ‘Mustard Oil Bomb’ Triggering
In our initial simulations, we tested how the ratio between IAN and ITC production would influence the quantitative dynamic variables of our model upon triggering of the ‘mustard oil bomb.’ In our model, the NSP-dependent formation of IAN is
TABLE 1 | Parameter list.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>I3G</td>
<td>Concentration of indole-3-methyl glucosinolate</td>
<td>100</td>
<td>µM*</td>
<td>Vik et al., Unpublished results</td>
</tr>
<tr>
<td>MYR</td>
<td>TGG1 Concentration of myrosinase enzyme</td>
<td>0.0022</td>
<td>mg enzyme/L</td>
<td>pep2pro database (root tissue)</td>
</tr>
<tr>
<td>MYR</td>
<td>TGG4 Concentration of myrosinase enzyme</td>
<td>0.37</td>
<td>mg enzyme/L*</td>
<td>–</td>
</tr>
<tr>
<td>MYR</td>
<td>TGG5 Concentration of myrosinase enzyme</td>
<td>0.26</td>
<td>mg enzyme/L</td>
<td>–</td>
</tr>
<tr>
<td>MYR</td>
<td>PEN2 Concentration of myrosinase enzyme</td>
<td>0.12</td>
<td>mg enzyme/L</td>
<td>–</td>
</tr>
<tr>
<td>MYR</td>
<td>PYK10 Concentration of myrosinase enzyme</td>
<td>25.53</td>
<td>mg enzyme/L</td>
<td>–</td>
</tr>
<tr>
<td>V_{MAX,MYR}</td>
<td>TGG1 Maximum reaction velocity</td>
<td>2.3</td>
<td>µmol/min/mg enzyme</td>
<td>Andersson et al., 2009</td>
</tr>
<tr>
<td>V_{MAX,MYR}</td>
<td>TGG4 Maximum reaction velocity</td>
<td>12.2</td>
<td>µmol/min/mg enzyme*</td>
<td>–</td>
</tr>
<tr>
<td>V_{MAX,MYR}</td>
<td>TGG5 Maximum reaction velocity</td>
<td>48.1</td>
<td>µmol/min/mg enzyme</td>
<td>–</td>
</tr>
<tr>
<td>V_{MAX,MYR}</td>
<td>PEN2 Maximum reaction velocity</td>
<td>7.50</td>
<td>µmol/min/mg enzyme</td>
<td>–</td>
</tr>
<tr>
<td>V_{MAX,MYR}</td>
<td>PYK10 Maximum reaction velocity</td>
<td>0.00063</td>
<td>µmol/min/mg enzyme</td>
<td>Nakano et al., 2017</td>
</tr>
<tr>
<td>K_{MYR}</td>
<td>TGG1 Michaelis–Menten constant</td>
<td>45</td>
<td>µM</td>
<td>Andersson et al., 2009</td>
</tr>
<tr>
<td>K_{MYR}</td>
<td>TGG4 Michaelis–Menten constant</td>
<td>245</td>
<td>µM*</td>
<td>–</td>
</tr>
<tr>
<td>K_{MYR}</td>
<td>TGG5 Michaelis–Menten constant</td>
<td>547</td>
<td>µM</td>
<td>–</td>
</tr>
<tr>
<td>K_{MYR}</td>
<td>PEN2 Michaelis–Menten constant</td>
<td>722</td>
<td>µM</td>
<td>Bednarek et al., 2009</td>
</tr>
<tr>
<td>K_{MYR}</td>
<td>PYK10 Michaelis–Menten constant</td>
<td>82</td>
<td>µM</td>
<td>Nakano et al., 2017</td>
</tr>
<tr>
<td>β</td>
<td>Influence of nitrile-specifiers proteins on myrosinases</td>
<td>0.8</td>
<td>*</td>
<td>Wentzell and Kliebenstein, 2008</td>
</tr>
<tr>
<td>NIT</td>
<td>NIT1 Concentration of nitrilase enzyme</td>
<td>0.67</td>
<td>mg enzyme/L*</td>
<td>pep2pro database (root tissue)</td>
</tr>
<tr>
<td>NIT</td>
<td>NIT2 Concentration of nitrilase enzyme</td>
<td>0.62</td>
<td>mg enzyme/L</td>
<td>–</td>
</tr>
<tr>
<td>NIT</td>
<td>NIT3 Concentration of nitrilase enzyme</td>
<td>0.20</td>
<td>mg enzyme/L</td>
<td>–</td>
</tr>
<tr>
<td>V_{MAX,NIT}</td>
<td>NIT1 Maximum reaction velocity</td>
<td>0.038</td>
<td>µmol/min/mg enzyme*</td>
<td>Vorwerk et al., 2001</td>
</tr>
<tr>
<td>V_{MAX,NIT}</td>
<td>NIT2 Maximum reaction velocity</td>
<td>0.018</td>
<td>µmol/min/mg enzyme</td>
<td>–</td>
</tr>
<tr>
<td>V_{MAX,NIT}</td>
<td>NIT3 Maximum reaction velocity</td>
<td>0.015</td>
<td>µmol/min/mg enzyme</td>
<td>–</td>
</tr>
<tr>
<td>K_{NIT}</td>
<td>NIT1 Michaelis–Menten constant</td>
<td>11100</td>
<td>µM*</td>
<td>Vorwerk et al., 2001</td>
</tr>
<tr>
<td>K_{NIT}</td>
<td>NIT2 Michaelis–Menten constant</td>
<td>7400</td>
<td>µM</td>
<td>–</td>
</tr>
<tr>
<td>K_{NIT}</td>
<td>NIT3 Michaelis–Menten constant</td>
<td>30100</td>
<td>µM</td>
<td>–</td>
</tr>
<tr>
<td>TIR1</td>
<td>Total concentration of TIR1 receptor protein</td>
<td>1.595*10^{-5}</td>
<td>µM*</td>
<td>pep2pro database (root tissue)</td>
</tr>
<tr>
<td>K_{D,TIR1:IAA}</td>
<td>Dissociation constant of TIR1:IAA complex</td>
<td>20.86</td>
<td>µM*</td>
<td>Molecular docking</td>
</tr>
<tr>
<td>K_{D,TIR1:Ant}</td>
<td>Dissociation constant of TIR1:Antagonist complex</td>
<td>12.48</td>
<td>µM*</td>
<td>Molecular docking</td>
</tr>
<tr>
<td>t_{IAN}</td>
<td>Cellular degradation rate of IAN</td>
<td>0.1</td>
<td>min^{-1}</td>
<td>Dunlap and Robacker, 1988</td>
</tr>
<tr>
<td>t_{IAA}</td>
<td>Cellular degradation rate of IAA</td>
<td>0.0024</td>
<td>min^{-1}</td>
<td>Hincirlik et al., 1998</td>
</tr>
<tr>
<td>t_{Antagonist}</td>
<td>Cellular degradation rate of antagonists</td>
<td>0.125</td>
<td>min^{-1}</td>
<td>–</td>
</tr>
<tr>
<td>θ</td>
<td>Production of IAA from other sources</td>
<td>0.00005</td>
<td>µmol/min*</td>
<td>Bhalerao et al., 2002</td>
</tr>
</tbody>
</table>

* Value used in simulations unless explicitly stated otherwise. Hyphen in reference column represents the above reference.

annotated by the value β, ranging from 0 to 1. In Arabidopsis seedlings (Col-0), roughly 80% of GLS are converted into nitriles, corresponding to β = 0.8 (Wentzell and Kliebenstein, 2008). Simulations predict that upon attack, the concentrations of both IAN and antagonist increase rapidly, after which they follow a decay curve until they reach zero (Figures 3A,B). The β-value has opposing effects on the two entities, as a high β results in high conversion into IAN, and low β-values result in high levels of antagonist. Triggering of the ‘mustard oil bomb’ also results in high levels of antagonist. Triggering of the ‘mustard oil bomb’ also results in a relative increase in IAA concentration, as the IAN will be converted into IAA by the NIT enzymes (Figure 3C). The rise in IAA is delayed in relation to IAN and does not reach the same amplitude. However, the rise in IAA remains after the pulse of IAN has subsided (Figures 3A,C). The concentration of TIR1:IAA complexes is dependent on the β-value, and shows largest drop at β = 0.01 in our simulations (Figure 3D). This mirrors the dynamics predicted for antagonist (Figure 3B), and suggests that the concentration of antagonist (and not IAA) is the major determining factor for TIR1:IAA complex formation.

Higher Concentrations of MYR, but Not I3G, Impacts the Amplitude of Predicted TIR1:IAA Changes Upon ‘Mustard Oil Bomb’ Triggering

For these simulations, we applied the concentration of MYR and I3G estimated in an intact 5-day-old seedling. However, MYR and I3G are not evenly distributed across all tissues and all cell types. At certain developmental stages, specialized protein-dense myrosin cells have been found to contain large amounts of MYR compared to surrounding tissue (Bones and Iversen, 1985; Andréasson et al., 2001). Similarly, so called S-cells have been shown to contain high amounts (>130 mM) of GLS (Koroleva et al., 2010). When breakage of adjacent myrosin and S-cells triggers the ‘mustard oil bomb,’ this results...
in high local concentrations of both MYR and GLS. We therefore simulated the triggering of the ‘mustard oil bomb’ at increasing concentrations of MYR and I3G, representing the higher local concentrations (Figure 4). A 100-fold increase in MYR predicts a more than 2-fold decrease in TIR1:IAA complex formation and a 1000-fold MYR increase predicts more than 16-fold decrease in complex formation (Figure 4A). A noteworthy feature of high MYR concentration is the apparent ‘overshot’ in the recovery (Figure 4A, insert). This results in a TIR1:IAA peak roughly 60 min after hydrolysis is initiated, which eventually falls back into the original steady-state over the course of 24 h.
FIGURE 4 | Simulated outcomes using increased concentrations of MYR and I3G. Simulated dynamics of TIR1:IAA concentrations over time at increasing concentrations of MYR and I3G. (A) Increased MYR concentration by 1-, 10-, 100-, and 1000-fold. (B) Increased I3G concentration by 1-, 10-, 100-, and 1000-fold. (C,D) Increased concentrations of I3G (1-, 100-, and 1000-fold) at 10- and 100-fold increased MYR concentrations, respectively.

Increased levels of I3G, however, do not result in large decreases in TIR1:IAA complex formation. Even at more than hundred-fold increased I3G concentration, we do not observe a notable inhibition of TIR1:IAA complex formation (Figure 4B). As it is possible that the two components, MYR and I3G, have a synergistic relationship, we tested the effect of increasing the concentration in both variables in our model. At 10-fold higher MYR, we find that increased I3G is able to further reduce TIR1:IAA complex formation (Figure 4C). This suggested synergistic effect is even clearer at a 100-fold increased MYR concentration, where the combination with 10-fold increased I3G leads to an increased inhibition from 3-fold to 6-fold (Figure 4D). The simulated effect of increased I3G stagnates at higher I3G concentrations, but increases with higher concentrations of MYR (Figure 5). It would thus seem that MYR is a major factor in determining the dynamics of I3G hydrolysis and its impact on auxin signaling.

Simulations Predict That Nitrilases Specifically Affect the TIR1:IAA Recovery Rate and Pulse Formation

Besides the MYR enzymes covered above, the NIT enzymes are also included in our model. These enzymes are capable of converting IAN to IAA, thus potentially allowing a positive enforcement of auxin signaling upon I3G hydrolysis. We simulated the effects of increasing concentrations of NIT and find that the drop in TIR1:IAA concentration is not affected by the NIT concentrations tested (Figure 6A). However, the recovery time for re-establishing...
baseline TIR:IAA complex levels decreases at higher NIT concentrations (Figure 6A). The simulations predict that higher concentrations of NIT affect the ‘overshot’ described above (Figure 6B). However, contrary to the effects seen for MYR, changing NIT concentration had a predicted impact only on the overshot and not the amplitude of the drop (Figure 6).

Simulated Dynamics of the Sustained Hydrolysis Scenario

So far we have examined the dynamics of the ‘mustard oil bomb’ scenario on TIR:IAA concentration. In the following, we will test the dynamics of sustained, cell-autonomous hydrolysis of I3G that occurs upon biotrophic pathogen infection. We set out to test whether sustained I3G hydrolysis is influenced by variations in the concentration of the MYR and NIT enzymes. First, increasing MYR predicts a similar trend as for brief attack, with high MYR concentrations resulting in a severe drop in TIR1:IAA concentration, followed by a recovery and an overshoot (Figures 7A,B). However, the ‘overshot’ does not lead to a peak but rather a new steady-state for TIR1:IAA under sustained hydrolysis. The simulated effect of increased I3G concentration mirrors our observations from ‘mustard oil bomb’ triggering, and does not change the overall dynamics (Supplementary Figure S1). Similar to what is observed under ‘mustard oil bomb’ triggering, increasing NIT concentration does not predict changes in the amplitude of the TIR1:IAA drop notably, but increases recovery rate significantly (Figure 7C). The increased recovery rate results in a larger overshoot and – as seen for MYR – defines a new steady-state by forming a plateau rather than a peak (Figure 7D).

Enzyme Isoforms Define the Simulated Impact of I3G Hydrolysis

For both of the enzymatic steps catalyzed by MYR and NIT, several known enzyme isoforms exist with different kinetic parameters (Table 1). To get an overview of the potential impact of the enzyme isoforms on TIR1:IAA complex formation, we ran simulations using their individual kinetic parameters and estimated abundance. We find large differences in their influence on the dynamics of TIR1:IAA. For MYR enzymes, we find that the classical MYRs TGG4 and TGG5 differ slightly – TGG5 being more effective – and that both enzymes are capable of eliciting the predicted inhibitory effects followed by an overshoot and subsequent higher steady-state under ‘mustard oil bomb’ triggering or sustained hydrolysis (Figures 8A,B). TGG1, on the other hand, seems to have negligible effect compared to TGG4 and TGG5. This corresponds with the markedly lower kinetic rates and estimated abundance of TGG1 compared with TGG4 and TGG5 (Table 1). In addition to the classical MYRs, we also simulated the atypical MYR PEN2 which has been shown to influence pathogen susceptibility via, e.g., inducing callose deposition (Bednarek et al., 2009; Clay et al., 2009) and PYK10 which is similarly described to be involved in plant defense (Nitz et al., 2001; Nakano et al., 2017). Both PEN2 and PYK10 are, relative to the classical MYRs, low kinetic-rate enzymes that display little capacity to effect TIR1:IAA concentration (Figures 8C,D).

Comparing the three enzymes NIT1, NIT2, and NIT3 [NIT4 is excluded as it does not convert IAN to IAA (Dohmoto et al., 2000; Piotrowski et al., 2001)], our simulations predict very little differences in the kinetic properties under bomb triggering (Figure 8E). However, NIT3 seems to be unable to recover the drop in TIR1:IAA under sustained hydrolysis (Figure 8F), whereas the two enzymes NIT1 and NIT2 efficiently recover the drop and establish a new higher steady-state (Figure 8E). It appears that the properties of the specific enzyme isoforms (i.e., abundance, $V_{\text{max}}$ and $K_M$) give rise to simulated dynamics of varying intensity.
Indol-3-Ylmethyl Conjugates as Auxin Antagonists

The ITC product of I3G breakdown is highly reactive and readily reacts with abundant nucleophilic molecules of the cell (e.g., cysteine, ascorbate, and glutathione) forming products other than I3C (Agerbirk et al., 1998, 2009; Staub et al., 2002). These reactions result in a series of I3M conjugates, some of which are known to self-react and form dimeric indole-indole-conjugates (such as I3M-I3M-cysteine and I3M-I3M-glutathione) (Agerbirk et al., 1998, 2009; Staub et al., 2002).

Auxin signaling involves active degradation of regulatory proteins after auxin binds to the receptor TIR1. The IAA7 protein is an example of such a regulatory protein, which is degraded upon interaction with the TIR1:IAA complex (Gray et al., 2001). Efficient inhibition of auxin signaling would require that a competitive auxin antagonist not only binds to TIR1 instead of IAA, but also blocks the further interaction between TIR1 and the regulatory protein (i.e., IAA7). Taking advantage of the published crystal structure of the TIR1 receptor (Tan et al., 2007; Hayashi et al., 2008; Strader and Zhao, 2016), we used molecular docking simulations to examine whether IAA, IAN, I3C and five different I3M conjugates can bind to the TIR1 receptor and inhibit its interaction with IAA7. Molecular docking simulations of IAA, IAN, and I3C were recently reported by another research group (Katz et al., 2015b), but none of the compounds were docked to the IAA binding pocket in the published crystal structure (Supplementary Figure S2). Our docking results predict that all the molecules are capable of binding to the auxin binding pocket of the published TIR1 structure (Figure 9). Based on these docking simulations we find that I3C is a relatively weak binder of TIR1 with a dissociation constant ($K_D$) more than twice that of IAA (Table 2, left column). However, our calculations predict that many of the conjugates bind strongly to the free TIR1 receptor. This suggests that they could effectively block IAA binding and therefore serve as competitive auxin antagonists (Table 2, left column).

In the molecular docking simulations, we observe that IAA7 encounters spatial hindrance by several of the I3M conjugates, and that $K_D$ of the conjugates are high relative to IAA in the TIR1:IAA:IAA7 complex, which suggest that the conjugates cannot be accommodated in the binding cavity between TIR1 and IAA7 (Table 2, right column and Figure 10). Contrary to this, the $K_D$ of IAA, which drops from 20.86 to 1.35 µM$^{-1}$ as IAA7 binds the TIR1:IAA complex, suggests a tighter fit of IAA in the binding pocket between TIR1 and IAA7 compared to TIR1 alone. This lower energy is supported by the emergence of T-shaped π-stacking between the tryptophan of IAA7 and the indole ring of IAA. For the conjugates – and especially I3M-I3M-glutathione – we observe an increase in $K_D$ upon IAA7 binding, which implies that the conjugates block the interaction between TIR1 and the regulatory protein, IAA7. We then simulated the effect of the various conjugates (with varying binding affinities, Table 2 left column) on auxin signaling upon triggering of the ‘mustard oil bomb’ as well as cell-autonomous hydrolysis. There is
significantly larger effect of high-affinity conjugates on TIR1:IAA concentration, with the I3M–I3M-glutathione conjugate showing the biggest effect (Figures 11A,B).

**DISCUSSION**

In this study, we constructed a mathematical model to investigate dynamics of I3G hydrolysis and its impact on auxin signaling. We used our model to simulate the effects of I3G hydrolysis on auxin signaling during two scenarios – a cellular disruptive attack leading to triggering of the ‘mustard oil bomb’ and under sustained cell-autonomous hydrolysis of I3G in intact cells.

The output of our simulations under the two scenarios is – besides concentrations of metabolites, i.e., I3G, IAA, IAN and antagonists – changes in TIR1:IAA complex concentration and thereby auxin signaling.

**Characteristic Features of the Proposed Model**

In the simulations, the main descriptors of the TIR1:IAA response include: (i) the transient drop in TIR1:IAA concentration, (ii) the time it takes for recovery from this drop and (iii) the pronounced overshoot which can result in either a transient pulse or a redefined steady-state. These features are common for both sustained cell-autonomous...
TABLE 2 | Estimated dissociation constants (µM⁻¹).

<table>
<thead>
<tr>
<th>Molecule</th>
<th>TIR1</th>
<th>TIR1:IAA7</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAA</td>
<td>20.86</td>
<td>1.35</td>
</tr>
<tr>
<td>IAN</td>
<td>29.37</td>
<td>1.60</td>
</tr>
<tr>
<td>I3C</td>
<td>49.06</td>
<td>6.30</td>
</tr>
<tr>
<td>I3M-cysteine</td>
<td>24.75</td>
<td>6.30</td>
</tr>
<tr>
<td>I3M-ascorbate</td>
<td>12.48</td>
<td>115.41</td>
</tr>
<tr>
<td>I3M-glutathione</td>
<td>6.30</td>
<td>69.08</td>
</tr>
<tr>
<td>I3M–I3M-cysteine</td>
<td>14.81</td>
<td>81.97</td>
</tr>
<tr>
<td>I3M–I3M-glutathione</td>
<td>1.14</td>
<td>1.11 x 10^9</td>
</tr>
</tbody>
</table>

hydrolysis and ‘mustard oil bomb’ triggering, but are controlled by different parameters. Our model predicts that the drop in TIR1:IAA concentration depends on the amounts of produced antagonist – which depends on MYR kinetics and abundance, I3G concentration and NSP activity – and on how efficiently the antagonist binds to TIR1, which depends on $K_D$ of the respective antagonist. The amplitude of the TIR1:IAA drop is severely affected by varying concentrations of MYR and binding affinities of the antagonists to TIR1.

The time to recovery from drop to steady state is defined by replacement of antagonist by IAA in the TIR1 binding pocket. In our simulations, this was affected by MYR and I3G concentration as well as the binding affinity of the antagonist. Noticeably, the recovery phase could be manipulated by changing the concentration of NIT, and this effect is achieved without affecting the amplitude of the transient drop in TIR1:IAA. The dynamics of recovery phase differ depending on our two scenarios. A brief attack detonating the mustard bomb results in a transient drop in TIR1:IAA complexes with a quick recovery phase of 30 min. Under sustained hydrolysis, the recovery phase occurs over a period of several hundred minutes, unless NIT concentration is increased. Under increased NIT levels, the recovery times are shortened significantly in both attack scenarios. Our simulations suggest that the NIT enzymatic activity is important for defining the homeostasis of auxin signaling after I3G hydrolysis.

The steady state level of TIR1:IAA complexes after I3G hydrolysis differs between the two attack scenarios. The ‘mustard oil bomb’ results in a fast drop in the TIR1:IAA complex level followed by an overshoot resulting in a peak that collapses into the original steady-state. Sustained cell-autonomous hydrolysis, on the other hand, does not go back to the original steady-state level but rather establishes a new steady-state dependent on enzyme concentration and binding affinity of the antagonist. The overshoot reflects an increased amount of free IAA available to bind to free TIR1 receptors. This is – similar to the recovery phase – affected by MYR and I3G, but primarily by NIT that boosts the production of IAA from I3G hydrolysis. Our model thereby displays distinct dynamics in TIR1:IAA complex levels depending on ‘mustard oil bomb’ triggering or sustained cell-autonomous hydrolysis.

FIGURE 9 | Molecular docking of I3G hydrolysis products onto the TIR1 receptor. The auxin binding pocket of TIR1 with the docked molecules: (A) IAA; (B) IAN; (C) I3C; (D) I3M-cysteine; (E) I3M-ascorbate; (F) I3M-glutathione; (G) I3M–I3M-cysteine; and (H) I3M–I3M-glutathione in ball-and-stick representation. Red spheres represent oxygen atoms, blue spheres represent nitrogen atoms and dark yellow spheres represent sulfur atoms. The blue stick-representation molecule of (A) shows the IAA position of the crystal structure. The lowest energy binding state is seen in (A–D), whereas (E,G,H) display the second lowest energy state, and (F) displays the third lowest energy binding state of the observed conformations shown in Supplementary Figure S1.

Attribution of Enzyme Abundance and Kinetics on the Model Outcome

Our simulations of I3G hydrolysis and its impact on auxin signaling show that MYR abundance and activity are critical in determining the initial drop in TIR1:IAA concentration. At averaged MYR concentrations across the seedling, we see very little effect of I3G hydrolysis. However, it is well-established that in species related to Arabidopsis, MYR is concentrated in specific idioblast cells known as myrosin cells that constitute 1–4% of total cells (Bones and Iversen, 1985; Andréasson et al., 2001). In our model, MYR is assumed to be equally distributed at an average concentration throughout the plant. Around the myrosin cells, however, the local concentration of MYR can reach as much as 100-times the average concentration.
FIGURE 10 | Molecular docking of I3G hydrolysis products onto the TIR1 receptor and subsequent IAA7 superimposition. The auxin binding pocket of TIR1 is shown in light blue. The IAA7 peptide is represented in yellow. Predicted binding conformations of (A) IAA; (B) I3C; (C) I3M-ascorbate; and (D) I3M-I3M-glutathione in the TIR1 receptor is presented in ball-and-stick.

Similarly, GLS are not equally distributed throughout the plant, but rather are concentrated at strategically important sites (Halkier and Gershenzon, 2006; Wittstock and Burow, 2010; Madsen et al., 2014). Particularly one cell type, the S-cells, has received attention due to its high GLS content. These cells have been reported to contain as much as 8 mM I3G (Koroleva et al., 2010). S-cells and myrosin cells are in close proximity to each other (Andréasson et al., 2001), and triggering of the ‘mustard oil bomb’ will thus result in the release of high concentrations of MYR and GLS. Our model shows that the concentration of I3G has only a minor influence, and that it increases the amplitude of the drop in TIR1:IAA concentration, but only up to 50-fold increased concentration, after which the effect stagnates. This feature would allow high accumulations of I3G with no significant effect on the auxin signaling dynamics. Our simulations suggest that increased MYR rather than I3G concentrations can have substantial potential to affect TIR1:IAA concentration upon triggering of the ‘mustard oil bomb.’

Regarding the NITs, NIT1 and NIT2 give rise to strong dynamics, whereas NIT3 seem unable to elicit a strong effect. All NIT enzymes are generally lowly expressed in unchallenged tissue (Grbic-Rausch et al., 2000; Kutz et al., 2002; Lehmann et al., 2017). However, all three isoforms display inducible expression (Grbic-Rausch et al., 2000; Kutz et al., 2002; Cao et al., 2016; Lehmann et al., 2017). As much as 30-fold increase in all three NIT transcripts was observed 8 h after treatment with MeJa (Cao et al., 2016). We speculate based on our model that induced NIT gene expression would provide a longer period with low TIR1:IAA complex formation followed by a rapid recovery and increased steady-state level.

Nitrile-specifier protein activity levels in Arabidopsis vary among naturally occurring accessions, organs and developmental stages (Wentzell and Kliebenstein, 2008; Burow and Wittstock, 2009; Wittstock et al., 2016). While seedlings of Arabidopsis Col-0 predominantly produce nitriles, disruption of rosette tissue of the same genotype results in the formation of primarily ITCs. Transcripts encoding specifier proteins can be upregulated upon jasmonates treatment and herbivory (Burow and Wittstock, 2009. In Arabidopsis Col-0, induction of NSP1 leads to nitrile formation in rosette leaves infested larvae of Pieris rapae (Burow et al., 2009). Switching between different types of GLS activation products reflects the ability of the plant to adjust its chemical defense to changes in the biotic environment, and based on our model, this may also include differential regulatory input to the auxin signaling network.

Besides the impact of enzyme abundance, the various isoforms of the enzymes elicit significant difference in the inhibitory effects on TIR1:IAA complex dynamics. For the MYR enzymes, we see strong dynamics with TGG4 and TGG5, but comparatively little effect of TGG1. The V_{max} of TGG1 is the lowest of the three TGGs, and it is found at low abundance in root tissue – the source tissue we have used to estimate absolute protein abundance. Together, these factors explain the behavior seen with the TGG1 enzyme. It is possible that the higher expression in aerial tissue will result in larger effects for this enzyme. This opens up for a tissue-specific parameter regime, an aspect not covered in the presented work. The atypical MYRs PEN2 and PYK10 are unable to produce the strong dynamics seen for TGG4 and TGG5. However, as both of these enzymes are thought to be involved in sustained cell-autonomous hydrolysis, their relative low kinetic rates could reflect a desired parameter regime for exactly this
Auxin Antagonism by I3G Hydrolysis Products

When the potential of I3G hydrolysis products as antagonists in auxin signaling was investigated by molecular docking simulations using the crystal structure of TIR1, we were able to dock IAA, IAN, I3C and multiple I3M-conjugates to the auxin binding site of TIR1 (Tan et al., 2007). The binding affinities based on these dockings showed a capacity for the I3M-conjugates to bind tighter to the free TIR1 receptor as compared to IAA, IAN, and I3C, making them potential strong antagonists of IAA. Notably, the previous reported IAA antagonist, I3C, seems an inefficient antagonist based on its low binding affinity relative to IAA.

As auxin signaling is mediated through the IAA-facilitated interaction between TIR1 and the IAA7 regulatory protein, we superimposed IAA7 onto the TIR1:IAA complex. Here we see that IAA has a higher binding affinity to the complex, suggesting that IAA fits tightly into its binding pocket and facilitates TIR1:IAA7 complex formation. On the contrary, the I3M conjugates show a severe decline in theoretical binding affinity to the TIR1 receptor in the presence of IAA7. Together with the molecular docking structures – which display clear overlap between I3M conjugates and the sidechains of IAA7 (Figures 10C,D) – our data suggest that these small molecules do not fit into the binding cavity between TIR1 and IAA7 and thereby disturb the protein complex formation due to sterical hindrance. The correlation between bulky molecular structure and auxin antagonism is supported by studies using synthetic auxin-antagonists, which showed that bulky auxin analogs are efficient auxin antagonists (Hayashi et al., 2008, 2012). However, a large molecular structure could result in slow diffusion and hamper cell-permeability – aspects that are not considered in our current model.

Our model simulations indicate that all I3G hydrolysis products are able to bind to the TIR1 receptor and interfere with TIR1:IAA complex formation, but to different extents. The strength of the inhibition of TIR1:IAA complex formation (monitored as drop in TIR1:IAA level upon attack) correlates with the dissociation constants; higher affinity results in stronger inhibition. It is important to point out that the I3M-conjugates used here represent just a small part of possible chemical complexity that can arise upon hydrolysis of I3G (Kim et al., 2008; Agerbirk et al., 2009; Bednarek et al., 2009). It is possible that a highly complex mixture of these compounds emerges upon attack, and that this mixture can be modulated to achieve a specific dynamic response which is not fulfilled by any single compound. However, the I3M-ascorbate conjugate (also known as ascorbigen) is the predominant end-product of indole ITC from crushed tissue (McDanell et al., 1987; Preobrazhenskaya et al., 1993). Ascorbigen arises when the unstable indole ITC reacts with ascorbic acid, which is highly abundant within plant tissue. In addition, ascorbic acid has been shown to modulate the catalytic efficiency of some classical MYRs (Andersson et al., 2009). Including ascorbate in future iterations of our model could help shed light on its role in I3G hydrolysis.

The high-affinity glutathione conjugates are also of special interest, as they appear to be able to very effectively uncouple auxin signaling from the IAA concentration. Conjugation of glutathione to metabolites is a classic detoxification strategy, but it appears that glutathione conjugation is tightly linked with defense chemistry in cruciferous plants, as it is critical for biosynthesis of GLS (Halkier and Gershenzon, 2006; Schlaeppi et al., 2010; Geu-Flores et al., 2011) as well as the conjugation of the reactive ITCs that result from GLS hydrolysis (Bednarek et al., 2009; Klein and Sattely, 2017). Like ascorbate, glutathione is highly abundant in plant tissue, and I3G hydrolysis likely results in large amounts of the high-affinity I3M-glutathione conjugates. This would predict a large transient drop in TIR1:IAA complex level and thereby auxin signaling upon I3G hydrolysis.

Considerations on the Initial Assumptions

As described in Section “Mathematical Modeling” we had to make a series of assumptions in order to build the model. These assumptions were made to either compensate for a current lack of knowledge or an attempt to simplify highly complex subsystems, as to enable modeling in the first place. Assumptions: 2, 5, and 7 all seek to mitigate the problem of missing experimental data on biochemical and biophysical properties of the molecules modeled in this manuscript. The assumptions 2 and 5, which cover the on-rate of TIR1:IAA and degradation rate of IAN, are not expected to influence the dynamics greatly based on our simulations. It can, however, be expected that these rates might affect the timing of the dynamics slightly. We further assumed that MYR activity toward I3G is the same as for sinigrin (Assumption 7). Supporting the assumption that the side chain chemistry does not have a large impact on MYR kinetics, no notable differences in MYR activities were found in crude extracts of Brassica vegetables in assays comparing sinigrin and the aromatic benzylglucosinolate (Piekarska et al., 2013). Yet, one of the key findings of this manuscript is that enzyme properties and antagonist binding are major factors in determining the simulated dynamics, and it is reasonable to believe that even slight changes in MYR activity will lead to relatively large changes in the simulated dynamics, as is seen for typical and atypical MYR. However, we consider the enzyme properties as major factors that allow for distinct parameter regimes. Rather than depicting a strictly quantitative prediction, the current simulations survey the dynamic patterns and trends that are inherent to the model. For strictly quantitative predictions, kinetics for MYR hydrolysis of I3G will be needed.

Assumptions 1, 3, 4, 6, and 8 are efforts made to simplify the biological and chemical complexity of I3G hydrolysis and...
auxin signaling, which makes it difficult to speculate on the specific effects of these assumptions on the presented model. This would require actual modeling of the individual – something that we expect to become feasible in the future. Finally, it is important to note that the model of I3G hydrolysis and auxin signaling presented here is not considered final and absolute, but rather serves as a concrete hypothesis, which must be challenged experimentally, and modified accordingly. Ultimately, the model should be extended to cover more complex phenomena as models of these will emerge in the future.

Physiological Insights and Hypotheses

When inflicted with a brief attack – as tissue disruption upon herbivore feeding or a necrotrophic pathogen infection – the ‘mustard oil bomb’ is triggered, leading to the release of multiple GLS hydrolysis products. We introduced here specifically the influence of I3G hydrolysis products on auxin signaling and predict that upon triggering the ‘mustard oil bomb,’ a burst of I3M conjugates is released from the attack site which can cause a dramatic, but very transient drop in the abundance of TIR1:IAA complexes (and thereby auxin signaling events). This drop is followed by a steep recovery phase, and eventual an overshoot in TIR1:IAA complex levels, resulting in a peak roughly 60 min after I3G hydrolysis is initiated.

In addition to the changes in TIR1:IAA complex levels, our model simulations show increasing concentrations of IAA upon I3G hydrolysis. Interestingly, recent findings in tobacco showed a similar, rapid increase in auxin after herbivore attack (Machado et al., 2016). However, as tobacco does not contain I3G it cannot be a shared mechanism between the two species. A similar (but slower) increase in auxin upon herbivore attack is reported in maize (Maag et al., 2016). Increased levels of auxin in response to herbivory could therefore be general plant behavior across species. It is possible that I3G-producing plants have been under positive selection pressure to contribute to this auxin peak upon attack, whereas non-GLS-producing plants, like tobacco, rely entirely on other IAA sources such as the YUCCA pathway (Machado et al., 2016).

During sustained cell-autonomous I3G hydrolysis, e.g., under infection by certain biotrophic pathogens (Bednarek et al., 2009; Clay et al., 2009), our model simulations show a similar drop in TIR1:IAA complex levels upon attack. However, with strong antagonists, e.g., I3M-glutathione (and in absence of adequate NIT enzyme activity) the drop is not recovered, but instead maintained at a new lower level. We hypothesize that this could be a strategy allowing the plant to cope with auxin derived from the pathogen. In this scenario the I3M conjugates help maintain the concentration of TIR1:IAA (and thus auxin signaling) at a relatively low level – which does not favor pathogen infection – independent of the actual IAA concentration. The low enzyme kinetic properties of PEN2 and PYK10 could enforce this uncoupling between IAA concentration and TIR1:IAA complex formation, as they enable the emergence of strong antagonists but limited amount of IAN.

There are several reports of pathogens manipulating plants by modulating their auxin levels, e.g., weakening of the cell-wall and inhibition of SA-associated defenses (Yamada, 1993; Fu and Wang, 2011; Huot et al., 2014; Chanclud and Morel, 2016). The incoherent feedforward loop presented here suggest that Arabidopsis (and possibly other Brassicaceae species) may have evolved mechanisms do counteract such auxin-modulating pathogens. Whether auxin-modulating pathogens occur on Brassicaceae species with higher frequency than on non-GLS species, remains to be investigated. However, Plasmodiophora brassicae which causes clubroot disease in Brassicacea species and results in large crop losses (Ludwig-Müller and Schuller, 2008; Diederichsen et al., 2009), is a pathogen that forms large galls on the roots by manipulating the auxin levels of its host (Ludwig-Müller et al., 2009). It has been suggested that the auxin mobilized by clubroot originate from IG, however, experimental evidence suggests that there is no simple relationship between IG hydrolysis and clubroot disease (Ludwig-Müller et al., 1999).

The model presented here would suggest that P. brassicae as a specialist pathogen evolved means to specifically disrupt the feedforward loop described in this manuscript, either by increasing the IAN-to-I3C ratio upon hydrolysis or by directly converting antagonists into IAA, thereby effectively removing the uncoupling between IAA levels and auxin signaling events.

Through simulations using our mathematical model for I3G hydrolysis and its impact on auxin signaling, we have theoretically examined the possible outcomes of the system. Further experimental exploration of the direct relation between I3G hydrolysis and auxin signaling is required to validate it. The model should be viewed as a research tool that allows for early exploration and hypothesis generation.
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