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ABSTRACT
We investigate whether the stellar initial mass function (IMF) is universal, or whether it varies significantly among young stellar clusters in the Milky Way. We propose a method to uncover the range of variation of the parameters that describe the shape of the IMF for the population of young Galactic clusters. These parameters are the slopes in the low and high stellar mass regimes, γ and Γ, respectively, and the characteristic mass, Mch. The method relies exclusively on the high-mass content of the clusters, but is able to yield information on the distributions of parameters that describe the IMF over the entire stellar mass range. This is achieved by comparing the fractions of single and lonely massive O stars in a recent catalogue of the Milky Way clusters with a library of simulated clusters built with various distribution functions of the IMF parameters. The synthetic clusters are corrected for the effects of the binary population, stellar evolution, sample incompleteness, and ejected O stars. Our findings indicate that broad distributions of the IMF parameters are required in order to reproduce the fractions of single and lonely O stars in Galactic clusters. They also do not lend support to the existence of a cluster mass–maximum stellar mass relation. We propose a probabilistic formulation of the IMF whereby the parameters of the IMF are described by Gaussian distribution functions centred around γ = 0.91, Γ = 1.37, and Mch = 0.41 M⊙, and with dispersions of σγ = 0.25, σΓ = 0.60, and σMch = 0.27 M⊙ around these values.
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1 INTRODUCTION
The initial mass function (IMF) of stars in the Galaxy (i.e. the distribution of the masses of stars at their birth) is of fundamental importance for astrophysics. The IMF controls the efficiency of star formation in molecular clouds (e.g. Zinnecker & Yorke 2007; Dib et al. 2011a,b, 2013), the size distribution of protoplanetary discs in stellar clusters (e.g. Vincke, Breslau & Pfalzner 2015), the radiative and mechanical feedback from stars into the interstellar medium (e.g. Dib, Bell & Burkert 2006; Martizzi et al. 2016), and the dynamical and chemical evolution of galaxies (e.g. Boissier & Prantzos 1999). In the Milky Way, as in other galaxies, stars form mostly, if not exclusively, in clusters and associations (e.g. Carpenter 2000, Lada & Lada 2003, Hony et al. 2015). As clusters age, the expulsion of gas by stellar feedback as well as dynamical interactions between stars and binary systems in the cluster soften its gravitational potential, leading to its expansion and to its partial or total dissolution into the field of the galaxy (e.g. Goodwin & Bastian 2006; Pfalzner & Kaczmarek 2013). The mass function of stars in the field of a galaxy is thus the convolution of the galaxy’s cluster formation history with the stars from dissolved clusters and the stars that have been ejected from surviving clusters. In our Galaxy, the present-day stellar mass function, uncorrected for the binary population, rises from the brown dwarf and low stellar mass regime until it peaks at ≈0.3–0.5 M⊙ after which it declines steeply in the intermediate- to high-mass regime (e.g. Miller & Scalo 1979; Scalo 1986; Kroupa, Tout & Gilmore 1993; Chabrier 2003; Bochanski et al. 2010; Rybizki & Just 2015). Several distribution functions are used to describe its shape, such as a multicomponent power law (Kroupa 2001), a lognormal coupled to a power law beyond 1 M⊙ (Chabrier 2005), a tapered power law (TPL; de Marchi, Paresce & Portegies Zwart 2010; Parravano, McKee & Hollenbach 2011), an order-3 Logistic function (Maschberger 2013), or a modified lognormal (Basu, Gil & Auddy 2015).

* E-mail: sami.dib@gmail.com
An outstanding question is whether there are significant variations in the shape of the IMF among stellar clusters in the Milky Way and how well the IMF of each cluster resembles the mass function of stars in the Galaxy (e.g. Elmegreen 2004; Scalo 2005; Dib 2014a). Stars in young clusters have roughly the same age, metallicity, and are located at the same distance. Thus, one can assume that their observed present-day mass functions (PDMFs) are a fair representation of their IMFs. Probing the universality of the IMF among stellar clusters in the Milky Way and in other galaxies is one of the most challenging issues in modern astrophysics. For a Galactic star formation rate (SFR) between 0.5 and 1.5 M⊙ yr⁻¹, the Galaxy is expected to form a few tens to a few hundred thousands of clusters in a period of ∼10–12 Myr. The IMF has been derived in the Galaxy and in the Magellanic Clouds by many groups for a small fraction of this total number and usually for individual young clusters and associations as well as for more evolved open clusters (e.g. Massey 1998; Preibisch et al. 2002; Liu et al. 2003; Luhan 2004, 2007; Moraux, Kroupa & Bouvier 2004; Selman & Melnick 2005; Bouvier et al. 2008; Liu et al. 2009; Sung & Bessell 2010; Ojha et al. 2010; Delgado, Alfar & Yun 2011; Gennaro et al. 2011; Lodieu, Dobbie & Hamibly 2011; Alves de Oliveira et al. 2013; Mallick et al. 2014; Maia, Moraux & Joncour 2016, among others). The comparison of the parameters that describe the shape of the IMF between these works is not straightforward. Observations of stellar clusters have been carried out using different telescopes with different sensitivities, and different methods are employed to reduce the data and to correct for the effects of extinction and stellar incompleteness. The conversion of measured stellar fluxes into masses is also performed using different stellar evolutionary tracks (see interesting discussions in Scalo 1998; Massey 2011, on this topic). Based on the comparison of a relatively small number of clusters compiled from these observations, there are claims that within the uncertainties, the shape of the IMF of some clusters are similar, at least in the intermediate- to high-mass stellar regime (e.g. Bastian, Covey & Meyer 2010; Offner et al. 2014). However, there are also a few other studies in which the parameters of the IMF have been derived using a more homogeneous approach and that show significant cluster-to-cluster variations (e.g. Sharma et al. 2008; Massey 2011; Scholz et al. 2013; Dib 2014a; Lim et al. 2015; Weisz et al. 2015). In principle, a direct assessment of the universality of the IMF could be achieved by constructing the IMF for a large number of Galactic and extragalactic young clusters across the entire stellar mass range. This is however beyond the reach of current observational programmes. Surveys that contain a large number of clusters such as the PHAT survey of the Andromeda galaxy (85 clusters) are sensitive only to the intermediate- to high-mass stellar content of the clusters (stars with masses M ∗ ≥ 2 M⊙) and thus can only make statements about the IMF in this mass regime (Weisz et al. 2015). As in the case of Galactic clusters (e.g. Sharma et al. 2008; Dib 2014a), the findings of Weisz et al. (2015) indicate values of the slope of the IMF in the intermediate- to high-mass regime that do not overlap within the 1σ confidence intervals (see fig. 4 in their paper), and that are, for many of them, not compatible with the values of the parameters for the Galactic field stellar mass function.

In this paper, we propose an alternative method to uncover the range of variation of the parameters that describe the IMF for the populations of young clusters (≤12 Myr) in the Milky Way. The method is based on the fact that the number statistics of massive stars in Galactic clusters is very sensitive to the underlying distribution of the IMF parameters in the clusters. The method relies exclusively on the high-mass content of the clusters, but is able to yield information on the distributions of parameters of the IMF over the entire stellar mass range. This is achieved by appropriately comparing the fractions of single and lonely O stars in a recent catalogue of the Milky Way clusters (the MWSC catalogue, Kharchenko et al. 2013; Schmeja et al. 2014) with a large library of simulated clusters built with various distribution functions of the IMF parameters. The simulated synthetic clusters include corrections for the binary population, stellar evolution, and sample incompleteness. In Section 2, we discuss the essential aspects of the method that is employed to compare models and observations and in Section 3, we briefly present the observational data. The models of synthetic clusters are presented in Section 4, and the comparison to the observation is performed in Section 5. In Section 6 we compare our approach to previous work on closely related topics and in Section 7 we discuss our results in connection to the physical processes that may lead to variations of the IMF. Finally, we present our conclusions in Section 8.

2 METHOD

The number statistics of massive stars in clusters are very sensitive to the underlying distribution of the IMF parameters in the clusters. In this work, we want to make use of the massive stellar population in young Galactic stellar clusters in order to infer the distribution of the parameters that describe the shape of the IMF across the entire stellar mass range. This can be achieved by comparing the fractions of single and lonely massive O stars in a recent catalogue of the MWSC catalogue (Kharchenko et al. 2013; Schmeja et al. 2014) with a large library of simulated clusters built with various distribution functions of the IMF parameters. Since in the simulated clusters, we are populating their system IMFs, a star as defined in this work could be an individual star or a binary system. Thus, an O star in the cluster could be a single star or one/both components of a binary system with a mass that is ≥15 M⊙. An O star in a cluster is called ‘single’ if it is the only living star, or a binary system with any of its components, which has a mass ≥15 M⊙ in the cluster. The fraction of single O stars ³ in a population of clusters is thus given by

\[ f_{O,\text{single}} = \frac{N_{O,\text{single}}}{N_{O}}, \]

where \( N_{O,\text{single}} \) is the total number of single O stars and \( N_{O} \) is the total number of O stars in all clusters. We also measure the fraction of ‘lonely’ O stars in the clusters. A lonely O star in a cluster is a single O star with the additional constraint that the next massive system in the cluster is less massive than 10 M⊙ (i.e. absence of high-mass B stars with masses between 10 and 15 M⊙). The fraction of lonely O stars is given by

\[ f_{O,\text{lonely}} = \frac{N_{O,\text{lonely}}}{N_{O}}, \]

³ For simplicity, we will use the term ‘star’ to define both individual stars and binary systems.
where $N_{O, \text{lonely}}$ is the total number of lonely stars in the clusters. The basic idea of the method relies on the comparison of $f_{O, \text{single}}$ and $f_{O, \text{lonely}}$ measured for a recent catalogue of stellar clusters in the Milky Way with those derived for populations of stellar clusters that are generated with various prior functions for the distributions of the IMF parameters. A number of important corrections have to be applied to the zero-age synthetic clusters and to their stellar content before they can be compared to the observations. The description of the observational sample of clusters is given in Section 3, while the synthetic models of clusters are described in Section 4.

3 OBSERVATIONAL CATALOGUE OF CLUSTERS

The observations used in this paper come from the MWSC survey (Kharchenko et al. 2012; Kharchenko et al. 2013; Schmeja et al. 2014), which lists ~3200 clusters with ages between ~1 Myr and ~7 Gyr. The clusters are detected as density and velocity enhancements in the Two Micron All Sky Survey (Skrutskie et al. 2006) and the proper motions PPMXL survey (Röser, Demleitner & Schilbach 2010). The survey includes clusters up to a distance of ~10 kpc from the position of the Sun with a substantial fraction of the clusters being located within a distance ≤1.8 kpc (see fig. 1 in Schmeja et al. 2014). The files in the catalogue list the $B$, $V$, and $J$, $H$, $K$ magnitudes of each star in each cluster present in the catalogue, along with other properties such as position, age, cluster membership probability, proper motions, and, when available, the spectral type. The resolved stellar content of each cluster are however not corrected for the effects of the binary population. In this work, we are interested in clusters that could, based on their age, harbour high-mass stars ($M \geq 15 M_{\odot}$), which implies clusters younger than $\tau_{15} \approx 12.3$ Myr, where $\tau_{15}$ is the duration of the hydrogen- and helium-burning phases for a star with a mass of $15 M_{\odot}$ (Ekström et al. 2012). This brings down the number of clusters useful for our purposes in the MWSC to $N_{\text{MWSC, cl}} = 341$. The individual stellar masses are estimated from the relation between $\log M_*$ and the absolute visual magnitude $M_V$ given by Schilbach et al. (2006). The absolute magnitude $M_V$ is computed from the apparent magnitude $m_V$, the distance, and the extinction $E_{B-V}$ which are all listed in the MWSC (Kharchenko et al. 2013). Out of the total 341 clusters, 175 of them contain at least one O star ($M_* \geq 15 M_{\odot}$). The number of single and lonely O stars in the observational sample is $N_{O, \text{single}} = 89$ and $N_{O, \text{lonely}} = 29$, respectively, and the total number of O stars is $N_{O} = 688$. Thus, the fractions of single and lonely O star in the MWSC catalogue measured using equations (1) and (2) are $f_{O, \text{single}}(\text{MWSC}) = 12.9$ per cent and $f_{O, \text{lonely}}(\text{MWSC}) = 4.2$ per cent.

4 MODELS

4.1 Generating populations of zero-age clusters

The possibility of detecting massive O stars in the Galaxy is bound by the relatively short lifetime of these stars and by the value of the Galactic SFR. The models of stellar clusters that are compared to the observations are generated in the following way: assuming that all stars form in clusters, the total mass contained in the young population of Galactic stellar clusters that are likely, based on their age, to contain O stars ($M_* \geq 15 M_{\odot}$) is given by

$$\Sigma_{\text{cl}} = \int_0^{\tau_{15}} \text{SFR}(t) \times dt,$$

where SFR($t$) is the time-dependent SFR over the last $\tau_{15}$ timescale of the lifetime of the Galaxy. The Galactic SFR over such a relatively short period of time can be assumed to be constant and $\Sigma_{\text{cl}}$ can be approximated by $\Sigma_{\text{cl}} \approx \text{SFR} \times \tau_{15}$. We consider three values of the Galactic SFR of 0.68, 1, and 1.45 $M_{\odot}$ yr$^{-1}$ that are the lower, central, and upper estimates obtained from the count of young stellar objects in the GLIMPSE survey of the Galactic plane (Robitaille & Whitney 2010). The individual cluster masses are stochastically sampled from the mass reservoir $\Sigma_{\text{cl}}$ using an initial cluster mass function (ICLMF; i.e. the mass function of clusters at their birth, ICLMF). The ICLMF is taken to be a power law, between the minimum and maximum cluster masses of $M_{\text{cl, min}}$ and $M_{\text{cl, max}}$, and is given by

$$\frac{dN_{\text{cl}}}{dM_{\text{cl}}} = A_{\text{cl}} \times M_{\text{cl}}^{-\beta},$$

where $A_{\text{cl}}$ is the normalization constant given by

$$\int_{M_{\text{cl, min}}}^{M_{\text{cl, max}}} A_{\text{cl}} \times M_{\text{cl}}^{-\beta+1} dM_{\text{cl}} = \Sigma_{\text{cl}}.$$

We fix $M_{\text{cl, max}}$ at $5 \times 10^4 M_{\odot}$ which is the mass of the most massive clusters in the Milky Way (e.g. Figer, McLean & Morris 1999; Dib, Kim & Shadmehri 2007; Ascensão et al. 2007; Harayama, Eisenhauer & Martins 2008; Clark et al. 2009) and explore values of $M_{\text{cl, min}} = 50$ (fiducial), 20, and 10 $M_{\odot}$. Our fiducial value of $\beta$ is 2 as this is in agreement with the slope of the cluster mass function (CLMF) at intermediate to high cluster masses in nearby galaxies (e.g. Elmegreen & Efremov 1999; Zhang & Fall 1999; Hunter et al. 2003; de Grijs & Anders 2006; Selman & Melnick 2008; Larsen 2009; Chandar, Fall & Whitmore 2010; Fall & Chandar 2012) and with theoretical expectations (Elmegreen 2006; Dib 2011; Dib et al. 2011a,b; Dib et al. 2013). We also consider cases with $\beta = 2.2$ and 1.8. For each cluster with an assigned mass $M_{\text{cl}}$, the masses of star systems (i.e. individual stars or binary systems) in the clusters are randomly sampled using a TPL distribution function (de Marchi et al. 2010; Parravano et al. 2011). Without any assigned binary fraction, a stellar ‘system’ of mass $M_*$ can correspond to an individual star or to a binary system. The TPL function is given by

$$\frac{dN_*}{d\log M_*} = A_* \times M_*^{-\Gamma} \left\{ 1 - \exp \left[ -\left( \frac{M_*}{M_{\text{ch}}} \right)^{\gamma+1} \right] \right\},$$

where $dN_*$ is the number of stellar systems with the logarithm of their masses between $\log M_*$ and $\log M_* + d\log M_*$, and $A_*$ is the normalization coefficient which is given by

$$\int_{M_{\text{ch}}}^{M_{\text{ch}}} A_* \times M_*^{-\Gamma} \left\{ 1 - \exp \left[ -\left( \frac{M_*}{M_{\text{ch}}} \right)^{\gamma+1} \right] \right\} dM_* = M_{\text{cl}}.$$

The TPL function describes the IMF with only three parameters, the slope in the low-mass regime ($\gamma$), the slope in the intermediate- to high-mass regime ($\Gamma$), and the characteristic mass ($M_{\text{ch}}$). The

4 The full list of cluster parameters is available at http://vizier.cfa.harvard.edu/viz-bin/VizieR?-source=J/A+A/558/A53.
minimum stellar mass, $M_{\text{cl,min}}$, is always taken to be 0.02 M$_\odot$. The maximum stellar mass, $M_{\text{cl,max}}$, is either given by $\min[M_{\text{cl}}, 150 M_{\odot}]$ (corresponding to the case of stochastic sampling) or is dictated by a cluster mass–maximum stellar mass relation ($M_{\text{cl}} - M_{\text{cl,max}}$) relation proposed by Vanbeveren (1982) and later by Weidner & Kroupa (2004). We test models in which the distributions of the parameters $(\Gamma, M_{\text{cl},i}, \gamma)$ are either given by delta function (all clusters have the same value of the parameters), Gaussian functions, or boxcar functions. A recent study found that the mean values of the parameters among a relatively small sample of young Galactic stellar clusters are $\Gamma_{\text{obs}} = 1.37$, $\gamma_{\text{obs}} = 0.91$, and $M_{\text{cl},\text{obs}} = 0.41 M_{\odot}$ with standard deviations of $\sigma_{\Gamma_{\text{obs}}} = 0.60$, $\sigma_{\gamma_{\text{obs}}} = 0.25$, and $\sigma_{M_{\text{cl},\text{obs}}} = 0.27 M_{\odot}$, respectively (Dib 2014a). When drawing the parameters from Gaussian distributions, the distributions are always centred on these observed mean values. We test dispersions of the Gaussian distributions of $(\sigma_{\Gamma_{\text{obs}}}, \sigma_{\gamma_{\text{obs}}}, \sigma_{M_{\text{cl},\text{obs}}})$, $(\sigma_{\Gamma_{\text{obs}}}, \sigma_{M_{\text{cl},\text{obs}}}, \sigma_{\gamma_{\text{obs}}})/2$, and $(\sigma_{\gamma_{\text{obs}}}, \sigma_{M_{\text{cl},\text{obs}}}, \sigma_{\gamma_{\text{obs}}})/4$, and apply lower and upper cut-offs of $(0.4, 1.5)$ for $\gamma$, $(0.70, 2.4)$ for $\Gamma$, and $(0.05, 1) M_{\odot}$ for $M_{\text{cl}}$, which correspond to the lower and upper limits derived by Dib (2014a). These models are labeled GPD−$\sigma_{\Gamma, \gamma}$ (for Gaussian probability distributions, where $i = 1, 2, 4$). They are contrasted with other models in which the distributions of the IMF parameters are delta functions that are either located at the values of the parameters derived by Dib (2014a), or the Galactic field values that are given by $\Gamma_{\text{field}} = 1.35$, $\gamma_{\text{field}} = 0.57$, and $M_{\text{cl},\text{field}} = 0.42 M_{\odot}$ (Parra-vano et al. 2011). These families of models are labeled GPD−$\sigma_{\text{obs}}$, and GPD−GF (delta function observations and Galactic field, respectively). We also test flat probability distributions (FPDs). These are described by boxcar functions between $(0.4, 1.5)$ for $\gamma$, $(0.7, 2.4)$ for $\Gamma$, and $(0.05, 1) M_{\odot}$ for $M_{\text{cl}}$. The distribution functions of the parameters of the IMF for all of these models are displayed in Fig. 1.

Fig. 2 displays a few examples of the generated ICLMFs with various permutations of the Galactic SFR, the exponent of the ICLMF ($\beta$), and the lower mass cut-off in cluster masses ($M_{\text{cl,min}}$), and Fig. 3 displays the system IMFs for a few selected clusters drawn from one of the realization of the ICLMF in the GPD−$\sigma_{\text{obs}}$ family of models (i.e. with varying IMFs). Additional technical details on the sampling of the ICLMF and of the IMF are presented in Appendix A.

4.2 Assigning ages to simulated clusters

The synthetic clusters that are generated for each realization of the ICLMF are initially zero-age clusters. Before the stellar populations of the clusters can be corrected for the binary fraction and stellar evolution and then compared with the clusters of the MWSC survey, the clusters have to be assigned ages that are compatible with the observed age distribution of the clusters in the MWSC catalogue. Fig. 4 displays the age distribution of the young clusters (with ages $t_{\text{cl}} < 15$ Myr) in the MWSC catalogue. These ages were computed by Kharchenko et al. (2012) using the Padova web-server CMD2.2 based on the Marigo et al. (2008) calculations for an adopted metallicity of $Z = 0.019$. The figure shows that there is a mild decline in the number of clusters as a function of cluster age. This is most probably due to the effect of cluster disruption following the onset of gas expulsion which occurs on time-scales of a few $10^7$ to a few $10^8$ yr depending on the clusters masses and star formation history (e.g. Dib et al. 2013). We fit the distribution

Figure 1. The figure displays the probability distribution functions of the three parameters that describe the IMF used in this work. The acronym δF-GF refers to delta functions of the parameters at the positions of the Galactic field values, whereas δF-OBs refers to delta functions located at the mean values of the parameters derived by Dib (2014a) for a sample of eight young Galactic stellar clusters. The cases GPD−$\sigma_{\text{obs}}$, GPD−$\sigma_{\text{obs}}/2$, and GPD−$\sigma_{\text{obs}}/4$ correspond to cases with a Gaussian probability distribution (GPD) of the IMF parameters whose half-width is related to 1, 0.5, and 0.25 the values of the dispersion of each parameter in the sample of Dib (2014a). FPD−$\sigma_{\text{obs}}$ corresponds to a case where the probability distribution function of each parameter is given by a boxcar function whose width is given by $2 \times \sigma_{\text{obs}}$. The lower and upper truncations for each of the parameters correspond to the lower and upper limits of these parameters derived by Dib (2014a).

Figure 2. The ICLMF for various values of its parameters. Several realizations of the ICLMF with various values of the SFR (top panel), the minimum cluster mass ($M_{\text{cl,min}}$), and the exponent of the power-law function that describes the ICLMF ($\beta$). The logarithmic bin size is $\log(M_{\text{cl}}/M_{\odot}) = 0.075$.

6 http://stev.oapd.inaf.it/cgi-bin/cmd
of cluster ages with a linear function given by (i.e. dashed purple line in Fig. 4)

$$F(\tau_{cl}) = \frac{dN}{d\tau_{cl}} = (-5.21 \pm 0.72) \times \tau_{cl} + (81.5 \pm 7.3). \quad (8)$$

The bin centred at 1 Myr (i.e. clusters with ages <2 Myr) is excluded from the fit, as it is particularly difficult to assign accurate ages to very young embedded clusters. The function $F(\tau_{cl})$ can be normalized by requiring that $B_{cl} \int_0^{15} F(\tau_{cl})d\tau_{cl}=1$, where $B_{cl}$ is the normalization constant. The normalized form of equation (8) (i.e. $B_{cl} \times F(\tau_{cl})$) is used as a probability distribution function from which the ages of the synthetic clusters in our models are drawn between 0 and $\tau_{15} = 12.3$ Myr. It is important to note that the exact shape of the age distribution has almost no influence on our result. This is because there are no imposed age-mass relation, and thus all cluster masses are well represented at all ages.

### 4.3 Correcting for the effects of binary population and stellar evolution

In order to properly count the numbers of O stars in the clusters (whether single, lonely, or neither), we have to account for the effect of stellar evolution. O stars whose hydrogen-helium-burning phases are shorter than the assigned age of their parent cluster would have turned into stellar remnants (i.e. stellar black holes) and are thus removed from the statistics. The correction for the effects of stellar evolution must be preceded by a correction due to the binary population in the clusters. For each star (i.e. a star system) with a mass $M_e \geq 2 M_\odot$, we assign a binarity probability that is based on the observed binary fraction measured for a large number of systems in the Galaxy (Chini et al. 2012). For star systems with masses $\geq 15 M_\odot$, we assign a binary probability of $p_{bin} = 0.82$ which is the mean of the binary fractions for stars with $\geq 15 M_\odot$, whereas for star systems in the mass range $2 M_\odot \leq M_e \leq 15 M_\odot$, the binary probability decreases linearly with decreasing mass (Chini et al. 2012). The fit to the observational data is this mass regime is given by $p_{bin} = 0.047 M_e + 0.052$.

The mass ratios of the secondary to the primary stars ($q = M_2/M_1$) in massive binary systems ($\geq 15 M_\odot$) are randomly drawn from an FPD following most up to date observational evidence in massive star forming regions such as the Cygnus OB2 associations (Kobulnicky et al. 2014). For binary systems in the B-type stars mass range ($2 \leq M_e/M_\odot \leq 15$), the mass ratios are drawn from a mass-ratio distribution that is slightly peaked towards low $q$ values in agreement with the observational measurements in the Sco OB2 association (Shatsky & Tokovinin 2002). For each of the primary and secondary stars that fulfill $M_1 \geq 15 M_\odot$ or $M_2 \geq 15 M_\odot$, their hydrogen-helium-burning lifetime is compared to the age of its cluster ($\tau_{cl}$). If the primary star is alive ($\tau_{M1} \geq \tau_{cl}$), the system is included in the statistics with the system mass $M_e$ being substituted by $M_1$. Whenever $\tau_{M1} < \tau_{cl}$, the star is considered to have exploded as a supernova. If the secondary star is an O star and it is still alive ($\tau_{M2} \geq \tau_{cl}$), $M_2$ is used as the system mass. If both stars have already exploded as supernovae or if both are less massive than $15 M_\odot$, the system is removed from the statistics. It is important to point out that time-dependent effects such as accretion processes by Roche lobe overflow in massive binaries are not taken into account in this work. Such an effect would depend on the orbital separation of the components of the binary system. Kobulnicky et al. (2014) found that $\approx 80$ per cent of the O stars in Cyg OB2 have separations smaller than 1 AU. Therefore they are potential candidates of mass interchange processes during their evolution. If such a period distribution also applies to lower masses stars, some of the low-mass stars may accrete enough mass from their massive primaries and become rejuvenated O stars (e.g. Vanbeveren 2009). This would lead to an enhancement of the O star population. However, the potential generation of additional O stars in close binaries does not necessarily imply an enhancement of the fraction of single (or lonely) O stars. This is because in our approach we count binary systems in which both stars are living O stars (e.g. one by birth, and one by accretion in the binary) as one when it comes to counting the numbers of single and lonely O, and the total number of O stars.
Fig. 5 displays two examples of the ICLMF (magenta line), of the corresponding present-day CLMF after correcting for binarity and stellar evolution (black line), and of the mass functions of clusters that contain single O-star systems (CLMF-O, triple dot–dashed orange line). The left-hand panel corresponds to a case in which the set of three parameters that describe the IMF of each cluster are each randomly drawn from a GPD–$\sigma_{\text{obs}}$ probability distribution function whereas the right-hand panel displays a case in which the set of three parameters that describe the IMF is similar to the values of the parameters for the Galactic field mass function. All other parameters are set to $M_{\text{cl, min}}=50 M_\odot$, $M_{\text{cl, max}}=0.02 M_\odot$, $M_\star, \text{max} = 150 M_\odot$, and $\beta = 2$. The figure displays the ICLMF and the present-day CLMF. The CLMF is the conversion of the ICLMF after each individual cluster has been assigned an age, and has been corrected for the effects of the stellar binary fraction and stellar evolution. The number distribution of clusters that contain single O stars (with $M_\star \geq 5 M_\odot$ (CLMF-O)), peaks at a few tens of stellar masses and most of the clusters in the CLMF-O have masses $\lesssim 400 M_\odot$.

4.4 Correcting for the effects of cluster incompleteness

Before we can compare the models to the observations, it is necessary that each CLMF, after the effects of the binary population and stellar evolution are taken into account is also corrected for effects of sample incompleteness. The MWSC sample is affected by incompleteness issues arising from the non-detection of clusters located at large distances from the Sun (both low- and high-mass clusters) as well as the non-detection of faint nearby clusters. Because massive clusters are scarce, they are less likely to be at close distances from the Sun and only a fraction of them will be detected. Furthermore, the census of low- and intermediate-mass stars even in detected clusters can be affected by effects of crowding.

The completeness correction is calculated for each realization of the CLMF with respect to the sample of young clusters in the MWSC survey. In this work, the approach we use in order to account for the effect of cluster incompleteness is based on the populations of low-mass B stars in the clusters (i.e. stars with masses between $2 M_\odot \leq M_\star \leq 10 M_\odot$) whose total number in a cluster is $N_{\star,2-10}$. For each realization of the ICLMF, after the corrections for the effects of the binary population and stellar evolution have been taken into account, we compute the distribution of low-mass B stars $\phi(N_{\star,2-10})$. Fig. 6 (top panel, left) displays an example of the distribution of $\phi$ for one of the ICLMF realizations from the GPD–$\sigma_{\text{obs}}$ family of models (full black line) and for the young clusters in the MWSC catalogue (purple dashed line) plotted versus $\log(N_{\star,2-10}+1)$. The unnormalized ratio of these two distributions ($R_{2-10} = \phi_{\text{obs}}/\phi_{\text{model}}$) is plotted in Fig. 6 (middle panel, left). A similar example is shown in the right-hand panel for one realization of the ICLMF from the $\delta F$-GF family of models. All completeness functions that we have computed for the different synthetic CLMF display a similar behaviour, namely a peak at $\log(N_{\star,2-10}) \approx 1.8-2$, with a decrease for both increasing and decreasing values of $N_{\star,2-10}$ around the peak. We assume a completeness of unity at the position of the peak by normalizing the completeness function by its value at the peak, and fit linear relations for both components of the completeness function on each side of the peak (triple dot–dashed line, etc.)
Figure 6. The completeness correction for two realizations of the ICLMF (left, a GPD−σ obs case, and, right, a δF-GF case). The other parameters are similar in the two models, namely, SFR=1 M⊙ yr⁻¹, β=2, and M_{cl,min} = 50 M⊙. The completeness correction is based on the cluster’s low-mass B star systems population (star systems with masses between 2 M⊙ ≤ M∗ ≤ 10 M⊙). The top panels display the distribution of the total number of low-mass B stars/systems (N∗, 2−10) for these realizations of the ICLMF (black full line) and for the ensemble of young clusters in the MWSC catalogue (dashed purple line). The middle panels display the ratio (R_{2−10}) of N∗, 2−10 in the observations to the model. The lower panels display the ratio of R_{2−10} normalized to its value at the peak. The quantity f_{comp} = R_{2−10}/R_{2−10}(peak) defines the completeness. The completeness function is approximated by a linear on both sides from the position of the peak. The fit to the completeness function is shown for these two examples with the triple dot–dashed lines.

5 COMPARISON OF MODELS TO OBSERVATIONS

5.1 Models based on stochastic star formation

In this family of models, stellar masses in each cluster are randomly sampled in the mass range [0.02, min(M_{cl}, 150)]M⊙ for the set of parameters (Γ, M_{cl}, γ) that are assigned to the cluster. When comparing the fractions of single and lonely O stars (f_{O, single} and f_{O, lonely}) between the observations and the models of synthetic clusters, we have two main options: option (1) we compare the observational values of f_{O, single} and f_{O, lonely} with the same quantities derived for the entire sample of clusters in a given ICLMF that pass the filter of the completeness function (or to an average value of these quantities for a number of realizations of the ICLMF; i.e. the ‘all clusters’ approach). Under this approach, the assumption is that the sample of N_{MWSC, cl} = 341 young clusters in the MWSC that are used to determine the observational values of f_{O, single} and f_{O, lonely} represents an unbiased sample of the Galactic population of young stellar clusters. For each family of IMF models, we perform 27 realizations of the ICLMF with different permutations of the SFR, the randomly drawn ages of the clusters, and seed numbers used to randomly sample the ICLMF and the stellar masses within each cluster and measure the mean value and dispersion around the mean of f_{O, single} and f_{O, lonely} using these 27 realizations. A more accurate approach is achieved by comparing the observational values of f_{O, single} and f_{O, lonely} with the same quantities calculated from subsamples of synthetic clusters of size N_{MWSC, cl} = 341 (i.e. the subsamples approach). For each realization of the ICLMF, the subsamples are randomly drawn from the (much) larger sample of synthetic clusters that pass the filter of the completeness function. For each realization of the ICLMF, we randomly select 10 000 subsamples of size N_{MWSC, cl} from the sample of clusters in the ICLMF that are accepted after passing the completeness correction, and for each subsample, we calculate the...
Figure 7. The probability distributions function of \( f_{O, \text{single}} \) and \( f_{O, \text{lonely}} \) in two realizations of the ICLMF (a GPD–\( \sigma_{\text{obs}} \) case, top, and a \( \delta F \)-GF case, bottom). In both examples displayed here, the other parameters are similar SFR=1 \( M_\odot \) yr\(^{-1} \), \( \beta = 2 \), and \( M_{\text{cl, min}} = 50 M_\odot \). The probability distributions of \( f_{O, \text{single}} \) and \( f_{O, \text{lonely}} \) are generated using measurements of these two quantities from 10,000 randomly chosen subsamples of clusters, each of size equal to the size of young clusters in the MWSC catalogue (\( N_{\text{MWSC, cl}} = 341 \)). Each subsample of clusters of size \( N_{\text{MWSC, cl}} \) is drawn from the larger sample of clusters that pass the filter of the completeness function in a given realization of the ICLMF. The distributions are normalized by the total number of subsamples (i.e. 10,000).

Figure 8. The top panel (A) in the figure compares the fractions of single and lonely O-star systems (defined as \( M_* \geq 15 M_\odot \)) calculated from the samples of clusters from the MWSC survey (dashed lines) with those measured for the different models of synthetic clusters (purple circles and orange triangles). The other parameters of the models are set at their fiducial values of \( M_{\text{cl, min}} = 50 M_\odot \), \( M_{*, \text{min}} = 0.02 M_\odot \), \( M_{*, \text{max}} = 150 M_\odot \), and \( \beta = 2 \). The orange points and error bars are the mean and standard deviation of \( f_{O, \text{single}} \) and \( f_{O, \text{lonely}} \) calculated using all clusters that pass the filter of the completeness function in 27 realizations of the ICLMF. The 27 realizations include variations of the Galactic SFRs, the randomly drawn ages of the clusters, and seed numbers used to randomly sample the ICLMF and the stellar masses within each cluster. The purple points and error bars are the grand mean and grand mean absolute deviation from the 27 ICLMF realizations and where the mean and mean absolute deviation for each realization are calculated from 10,000 drawings of subsamples of clusters each of size \( N_{\text{MWSC, cl}} = 341 \). Each subsample of \( N_{\text{MWSC, cl}} \) clusters is randomly drawn from the ensemble of clusters that pass the filter of the completeness function in each realization of the ICLMF. The lower left-hand panel (B) and lower right-hand panel (C) display the effect of changing the exponent of the ICLMF (\( \beta \)) and the minimum cluster mass (\( M_{\text{cl, min}} \)), respectively. For clarity, the orange triangles and purple circles have been shifted horizontally by [0.2, –0.2], and by [1, –1] in panels (B) and (C), respectively.
27 realizations based on three different random seeds for filling the ICLMF and the corresponding IMFs of the clusters, three permutations of the value of the Galactic SFR, and three permutations for the randomly assigned ages of the clusters. The associated error bars are the dispersions around the mean values measured from these 27 realizations. The purple points and associated error bars are, as described above, the grand mean and mean dispersion from the 27 ICLMF realizations and where the mean and dispersion for each realization are calculated from the 10 000 drawings of subsamples of clusters each of size \( N_{\text{sub, cl}} = 341 \).

As can be observed in Fig. 8 (panel A), a better agreement between the observations and the simulated clusters is achieved when the distributions of the IMF parameters are Gaussian functions that have significant intrinsic widths that are close to \( \approx \{\sigma_{\text{obs}}, \sigma_{\text{cl}, \text{obs}}, \sigma_{\gamma_{\text{obs}}}\} \). The equally good agreement between the FPD model and the observations shows that the results are not extremely sensitive to the exact shape of the distribution functions of the parameters. Future larger data sets of Galactic clusters will help better constrain the exact shape of the distribution functions of the parameters. Fig. 8 (panel A) also shows that, at more than the 2\( \sigma \) confidence limit, no agreement is found between the observations and the models with narrow distributions of the IMF parameters and in particular when the distributions are delta functions located at either the values of the parameters for the Galactic field or at the mean values derived for the sample of young clusters by Dib (2014a). For realizations of the ICLMF in the GPD–\( \sigma_{\text{obs}} \) family of models, between 42.2 and 69.1 per cent of the values of \( f_0, \text{single} \) from the 10 000 subsample realizations lie above the observational value (with an average of \( \approx 55.5 \) per cent for the 27 realizations), and between 74.9 and 94.4 per cent in the case of \( f_0, \text{lonely} \) (with an average of \( \approx 87.2 \) per cent). In contrast, in the case of realizations of the ICLMF with the \( \delta F \)-GF family of IMF models, between 94.4 and 99.1 per cent of the realizations of \( f_0, \text{single} \) lie above the observational value (with an average of \( \approx 97.1 \) per cent for the 27 realizations), and between 99.3 and 99.97 per cent of the values of \( f_0, \text{lonely} \) lie above the observational value (with an average of \( \approx 99.7 \) per cent).

We also explore the effects of varying the exponent of the ICLMF and of the lower cluster mass cut-off for fixed values of the width of the Gaussian distributions (fixed at \( \sigma_{\text{obs}}, \sigma_{\text{cl}, \text{obs}}, \) and \( \gamma_{\text{obs}} \), for the distributions of \( \Gamma, M_0, \) and \( \gamma \) respectively). We show in Fig. 8 (panel B) the predicted single and lonely O star fractions for three values of \( \beta = 1.8, 2, \) and 2.2. In principle, a change in the value of \( \beta \) strongly affects the relative fraction of low-mass to massive clusters, which translates into significant variations in the fraction of single and lonely O stars. Steeper/shallower values of \( \beta \) result in a larger/smaller fraction of low-mass clusters which are more/less likely to harbour single and lonely O stars. However, a significant fractions of these variations are ‘washed away’ by the completeness function. The completeness function for various values of \( \beta \) and its effect on the derived values of \( f_0, \text{single} \) and \( f_0, \text{lonely} \) are discussed in more detail in Appendix B.

As such, the comparisons in Fig. 8 (panel B) do not particularly constrain the value of \( \beta \). It shows, however, that the broad distributions of the IMF parameters are required in order to better reproduce the observational values of \( f_0, \text{single} \) and \( f_0, \text{lonely} \) regardless of the value of \( \beta \). The effect of changing the lower mass cut-off of the ICLMF (\( M_{\text{cl, min}} \)) is displayed in Fig. 8 (panel C). The comparison when \( M_{\text{cl, min}} \) is 10, 20, and 50 \( M_\odot \) shows that the fractions of single and lonely O stars are not extremely sensitive to the value of the lower mass cut-off. This can be easily understood as due to the fact that low-mass clusters below 50 \( M_\odot \) seldom contain any O star. We note, however, that the best agreement between the models and the observations is for \( M_{\text{cl, min}} = 10 \ M_\odot \). This implies that the ICLMF may well extend to masses close to 10 \( M_\odot \).

Stars in clusters interact dynamically, and three-body interactions can lead to the ejection of stars or binary systems. The fraction of O stars that are ejected can vary widely from cluster to cluster, and can depend on the mass of the cluster, its half-mass radius, the degree of primordial mass segregation of stars in the cluster, the binary fraction, mass ratios in massive binaries, and the period distributions of massive systems. For the most realistic estimates of these parameters, the fraction of ejected O stars has been estimated to be negligible for clusters whose masses are \( \lesssim 400–500 \ M_\odot \). It increases up to \( \approx 25 \) per cent for cluster masses of \( \approx 3000 \ M_\odot \) and declines to \( 5–10 \) per cent for higher cluster masses (Oh, Kroupa & Pfahlmann-altenburg 2015). Note that these fractions were evaluated for clusters that obey an \( M_{\text{cl}} \sim M_{\text{s, max}} \) relation and all possess the same underlying Galactic field-like IMF (i.e. the Kroupa IMF). As such, these estimates may not reflect exactly the expected fractions of ejected O stars for each family of our synthetic clusters. However, the basic result, that dynamical ejection of O stars from clusters less massive than \( \approx 400–500 \ M_\odot \) is insignificant, should not depend on these details. Since most clusters that harbour single O stars in our models have masses \( \lesssim 400–500 \ M_\odot \), the ejection of massive stars from the clusters is not expected to significantly affect the value of \( f_0, \text{single} \). If we account for the fraction of ejected O stars, the quantity \( f_0, \text{single} \) can be approximated by \( \approx N_{\text{O, single}}(N_{0, \text{single}} + f_{0, \text{ejc}}N_{0, \text{non-single}}) \), where \( N_{0, \text{non-single}} \) is the number of O star that are not single, and \( f_{0, \text{ejc}} \) is the fraction of ejected O stars as a function of the cluster mass. Using the values of \( N_{0, \text{single}} \) and \( N_{0, \text{non-single}} \) and adapted values of \( f_{0, \text{ejc}} \) as a function of cluster mass for the different families of models yields small increases in \( f_0, \text{single} \), of \( \approx 10–12 \) per cent for GPD–\( \sigma_{\text{obs}} \) type models and \( \approx 18–22 \) per cent for \( \delta F \)-GF type models. Applying this correction to account for the fraction of dynamically ejected O stars increases the disagreement between the \( \delta F \)-GF type models and the observations while at the same time, it does not substantially affect the relative good agreement between the GPD–\( \sigma_{\text{obs}} \) models and the observations.

5.2 Models with an imposed \( M_{\text{cl}} \sim M_{\text{s, max}} \) relation

Our modelling allows us to test the consequences of constraining the maximum stellar mass in clusters. Vanveveren (1982) and Weidner & Kroupa (2004) argued that a deterministic relation exists between the mass of the most massive star in a cluster and the mass of the cluster. The existence of a cluster-mass-dependent truncation of the IMF is highly debated and has important consequences for cluster and galaxy properties and evolution. An \( M_{\text{cl}} \sim M_{\text{s, max}} \) relation results in a steeper galaxy wide IMF for lower mass galaxies at a fixed SFR and to a downturn in the ratio of the H\( \alpha \) emission to the far-ultraviolet emission (FUV) at low galactic FUV luminosities. A number of observational studies found that a cluster-mass-dependent truncation of the IMF leads to an under-prediction of the observed H\( \alpha \) luminosities at low FUV luminosity (Fumagalli, da Silva & Krumholz 2011; Weisz et al. 2012). Other studies on the scale of resolved star-forming regions using the H\( \alpha \)/FUV ratios or the correlation between H\( \alpha \) and bolometric luminosities found results that do not seem to lend support to the existence of an \( M_{\text{cl}} \sim M_{\text{s, max}} \) relation (Hermanowicz, Kennicutt & Aldridge 2013).

Following the same procedure described above, we generate additional models in which the masses of stars (i.e. star systems) in the clusters are randomly sampled in the range \( M_{\text{s, min}} = 0.02 \ M_\odot \) and an \( M_{\text{s, max}} \) that is imposed by the latest version of the \( M_{\text{cl}} \sim M_{\text{s, max}} \) relation (Weidner, Kroupa &
Effects of the cluster mass ($M_c$)–maximum stellar mass ($M_{\text{max}}$) relation on the fraction of single and lonely O stars. This figure is similar to Fig. 8 with the exception that there is an imposed $M_{\text{cl}} - M_{\text{max}}$ relation which determines the maximum mass a star can have when sampling stellar masses in a cluster of mass $M_{\text{cl}}$ (see the text for more details). For clarity, the orange triangles and purple circles have been shifted horizontally by [0.2, -0.2] and by [1, -1] in panels (E) and (F), respectively.

5.3 Additional predictions

The primary goal of this work is to provide a method that allows us to assess the universality of the IMF for the population of Galactic stellar clusters across the entire stellar mass range and that is based solely on the clusters stellar populations of massive O stars (for discriminating between IMF models) and B stars (for accounting for the completeness effects). The method does not rely on the knowledge of the exact total number of stars ($N_c$) in the clusters, nor does it rely on the knowledge of the masses of the low-mass stars (i.e. masses $M_* < 2$ M$_\odot$). Nevertheless, with this approach, it is possible to make a number of additional predictions for the models with the different families of the IMF parameters distribution functions. These predictions can be contrasted with additional observational constraints, when available. Fig. 10 displays a 2D histogram of the relationship between the numbers of stars found in clusters ($N_c$) and the maximum stellar mass in the clusters ($M_{\text{max}}$) for two realizations of the ICLMF. One of these realizations of the ICLMF uses GPD-$\sigma_{\text{obs}}$ distributions functions of the IMF parameters (left-hand panel) and the other $\delta$F-GF distributions of IMF parameters (right-hand panel). The results displayed in Fig. 10 suggest the existence of a different $N_c - M_{\text{max}}$ relation between these models. The observational data overlaid to the models in Fig. 10 comes from a compilation of young clusters by Maschberger & Clarke (2008). We only include clusters with an observational value of $N_c \geq 25$. While the number of observed clusters in this compilation is relatively small compared to the number of clusters in each of the simulated models, we can tentatively argue that the observational data points in Fig. 10 lie closer to the peak of the 2D distributions when the IMF parameters are described by the GPD-$\sigma_{\text{obs}}$ case versus the $\delta$F-GF case. Fig. 11 displays the cluster mass ($M_{\text{cl}}$)–number of O stars more massive than 15 M$_\odot$ ($N_c(M_*/M_\odot > 15)$) relation for the same two realizations with the GPD-$\sigma_{\text{obs}}$ and the $\delta$F-GF distribution functions of the IMF parameters. Here also, notable differences can be observed in this scatter relation. In particular, there is a much tighter correlation between $M_{\text{cl}}$ and $N_c(M_*/M_\odot > 15)$ for the case with a universal IMF ($\delta$F-GF), particularly at high cluster masses.

6 COMPARISON TO PREVIOUS WORK

To the best of our knowledge, this paper presents the first attempt to constrain the distribution functions of the set of parameters that describe the shape of the IMF over the entire stellar mass range for a large population of young clusters in the Milky Way. Models of synthetic clusters have been used by other authors in order to infer the fraction of single (or isolated) O stars and compare it to the putative fraction of isolated O star in the Galactic field (e.g. de Wit et al. 2005; Parker & Goodwin 2007; Lamb et al. 2010; Weidner et al. 2013). In all of these models, however, zero-age clusters were always constructed under the assumption of a universal IMF and most of them did not include additional corrections (binarity, stellar evolution, and incompleteness effects). Interestingly, Parker & Goodwin (2007) found values of $f_{\text{O, single}}$ and $f_{\text{O, lonely}}$ of 16.7 and 9.7 per cent when sampling the IMF in clusters stochastically, for an ICLMF with $\beta = 2$, and using a Kroupa-like constant Galactic field IMF (see table 1 in their paper). These values are in relative good agreement with the values we find using the $\delta$F-GF family of
The $N_\ast - M_{\ast,max}$ relation. Comparison of the relationship between the number of stars in the clusters ($N_\ast$) and the mass of the most massive star in the clusters ($M_{\ast,max}$) in two realizations of the ICLMF. The left-hand panel displays a case in which the set of three parameters that describe the IMF of each cluster are each randomly drawn from a GPD-$\sigma_{\text{obs}}$ probability distribution function whereas the right-hand panel displays a case in which the set of three parameters that describe the IMF is similar to the values of the parameters for the Galactic field mass function. Overlaid are observational data compiled by Maschberger & Clarke (2008).

The $N_\ast(M_\ast/M_\odot > 15)$--$M_{\rm cl}$ relation. Comparison of the relationship between the mass of the cluster ($M_{\rm cl}$) and the number of stars more massive than 15 $M_\odot$ ($N_\ast(M_\ast/M_\odot > 15)$) present in each cluster in two realizations of the ICLMF. The left-hand panel displays a case in which the set of three parameters that describe the IMF of each cluster are each randomly drawn from a GPD-$\sigma_{\text{obs}}$ probability distribution function whereas the right-hand panel displays a case in which the set of three parameters that describe the IMF is similar to the values of the parameters for the Galactic field mass function.

models (Fig. 8), and both are higher than the corresponding values measured from the MWSC. They also found that these fractions are reduced by a factor of $\approx 2 - 3$ when stellar masses are randomly sampled under the constraint of an $M_{\ast} - M_{\ast,max}$ relation.

In term of methodology, our approach sits in between models of zero-age populations of clusters (e.g. Parker & Goodwin 2007) and fully fledged population synthesis models which investigated the effects of stochasticity, shape of the ICLMF, binary fraction, and variations of the IMF on the distributions functions of cluster properties and on global galactic properties (e.g. Cerviño & Luridiana 2006, Cerviño & Luridiana 2009; Conroy, Gunn & White 2009; Eldridge & Stanway 2009; da Silva et al. 2012; da Silva, Fumagalli & Krumholz 2014; Cerviño 2013).

### 7 Discussion

The debate over the universality or potential variation of the IMF among stellar clusters, as well as the similarity between the IMF in clusters and the Galactic field stellar mass function has been ongoing ever since Salpeter (1955) published his findings. From a theoretical
point of view, much of the arguments in favour/disfavour of variations of the IMF originate from the inclusion/absence in the models of the necessary physical processes that can lead to a significant degree of variations. A perfect illustration of this is the contrasting conclusions made by Dib et al. (2010) and Hennebelle (2012). Dib et al. (2010) considered the case of accreting protostellar cores in a non-accreting star-forming clump, whereas Hennebelle (2012) considered the case of non-accreting cores in an accreting clump. Dib et al. (2010) showed that the accretion of gas by protostellar cores can lead to variations in the core mass function (and hence of the IMF) when environmental conditions vary from clump to clump. Dib et al. (2010) and Dib (2014b) showed that a Taurus-like mass function can be reproduced when protostellar cores continue to accrete over longer time-scales (i.e. as a result of being supported by stronger magnetic fields), and this leads to the depletion of the population of low-mass cores and shifts the peak of the mass function towards higher masses. In contrast, in the model of Hennebelle (2012), the accretion of gas by the clump from the larger scale environment is only expected to change the thermodynamical properties of the gas out of which newer generations of stars can form in the clump. Hennebelle (2012) finds that the position of the peak of the IMF is not extremely sensitive to the thermodynamical conditions of the star-forming gas, as earlier suggested by Elmegreen, Klessen & Wilson (2008), and more recently confirmed by Krumholz et al. (2016).

Several observational studies have also reported that the slope of the IMF at the high-mass end of starburst clusters such as the Arches cluster, NGC 3603, and the Quintuplet cluster might be shallower than the Salpeter value (e.g. Harayama et al. 2008; Espinoza, Selman & Melnick 2009). Elmegreen & Shadmehri (2003), Shadmehri (2004), Dib et al. (2007), Dib et al. (2008), and Dib (2007) proposed that shallower than Salpeter slopes can result from the efficient coalescence of closely packed protostellar cores in a dense protocluster environment (see also Huang, Zhou & Lin 2013).

8 CONCLUSIONS

In this work, we test the universality of the IMF by comparing the fractions of single (i.e. isolated) and lonely O (single in their clusters and absence of massive B stars) stars in a sample of Galactic clusters and in synthetic cluster models constructed with various prior functions from which the parameters of the individual IMFs are randomly drawn. Using a Monte Carlo approach, the masses of stellar clusters are randomly sampled from an ICLMF that is described by a power-law distribution. The IMF of stars within each cluster is randomly sampled using the TPL mass function. In order to make the synthetic clusters directly comparable to the observations, each cluster is assigned an age which is randomly drawn from an age distribution function similar to the observations, and are corrected for the effects of binary population and stellar evolution. Different models are constructed in which the set of three parameters that describe the TPL-IMF (i.e. the slope at the high-mass end, \( \Gamma \), the slope at the low-mass end, \( \gamma \), and the characteristic mass, \( M_{\text{ch}} \)), assigned to each cluster are randomly sampled from parent distributions of varying widths, going from delta functions corresponding to the case of a universal IMF to broad distributions of the IMF parameters. After correcting for the effect of incompleteness, we compare the fractions of single and lonely O stars in these various models of simulated clusters with the fractions of single and lonely O stars measured for the population of young stellar clusters in the Milky Way.

Our work shows that the distributions of parameters that describe the IMF in a population of Milky Way stellar clusters are sufficiently broad such as to cast doubt on the idea of a universal and invariant IMF. Broad distributions of the parameters that describe the shape of the IMF are required in order to better reproduce the observed fractions of single and lonely O stars in the Milky Way stellar clusters. These broad distributions are compatible with the scatter between the IMF parameters of a more limited number of clusters found recently by Dib (2014a). We show that narrow distributions of the IMF parameters that are associated with the concept of a universal IMF are not favoured by our results. Furthermore, our results suggest that star formation in clusters is stochastic and do not lend support to the existence of a deterministic cluster mass–maximum stellar mass relation. When the IMF is described by the TPL, we propose that the parameters of the probabilistic IMF (\( \Gamma, M_{\text{ch}}, \gamma \)) be described by GPDs with the following standard deviations \( \sigma_{\Gamma_{\text{obs}}} = 0.6, \sigma_{M_{\text{ch,obs}}} = 0.27 M_{\odot}, \sigma_{\gamma_{\text{obs}}} = 0.25 \), and centred around \( \Gamma_{\text{obs}} = 1.37, M_{\text{ch,obs}} = 0.41 M_{\odot} \) and \( \gamma_{\text{obs}} = 0.91 \), respectively. Future large and more sensitive Galactic and extragalactic surveys of stellar clusters will allow us to infer more accurately the shape of the distribution function of each of the IMF parameters.

The broad distributions of the IMF parameters inferred in this work very likely reflect the existence of equally broad distributions for the initial conditions under which these clusters have formed in Galactic protocluster clumps (e.g. Svoboda et al. 2016). As such, they offer an important motivation to explore physical mechanisms that can cause the IMF to vary from one star-forming region to another (e.g. different levels of mean accretion rates on to protostars, mergers of protostars, and the effects of feedback and triggering). The implications of our results are manifold. For example, the probabilistic IMF proposed in this work, in lieu of an invariant IMF, is expected to influence the modelling of star formation and stellar feedback in subgrid models that are employed to describe star formation in local star-forming regions in galactic and cosmological simulations. Broad distributions of the IMF parameters imply less mechanical and radiative feedback and chemical enrichment in local star-forming regions with a steep slope of the IMF in the high-mass regime versus more feedback and chemical enrichment in star-forming regions with a shallow slope in this mass regime.
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APPENDIX A: SAMPLING TECHNIQUE AND ADDITIONAL DETAILS ON THE GENERATED SAMPLES

The results presented in the main part of the paper rely on the random sampling of the masses of clusters in the ICLMF and on the masses of star systems in each individual cluster. Each cluster mass, \( M_{\text{cl}} \), out of which stellar masses are randomly drawn, is itself drawn from a total mass reservoir given by \( \Sigma_{\text{cl}} = \text{SFR} \times \tau_{15} \), where SFR is the assumed Galactic SFR and \( \tau_{15} \approx 12.3 \) Myr is sum of the hydrogen+helium-burning phases of an O star with a mass of 15 \( M_\odot \) (Ekström et al. 2012). With the values of the Galactic SFR adopted in this work (0.68–1.45 \( M_\odot \) yr\(^{-1}\)), this yields mass reservoirs in the range \( \approx (8.3 - 17) \times 10^6 \) \( M_\odot \). The methodology of the random sampling of cluster masses and of stellar masses is identical in nature with the exception that the probability distribution functions of the ICLMF is a power-law function \( \text{equation (4)} \), whereas the system IMF is described by the tapered-power function \( \text{equation (6)} \) with a given set of parameters \((\Gamma, M_{\text{ch}}, \gamma)\) which are themselves randomly drawn from the different families of probability distribution functions displayed in Fig 1.

In order to sample one mass from the ICLMF (respectively, the IMF), we choose a uniform random value \( M_{\text{cl,i}} \) (respectively, \( M_{*,i} \)) of the cluster mass (respectively, stellar mass) between the minimum and maximum mass limits assigned to each function \( (M_{\text{cl,min}} \text{ and } M_{\text{cl,max}}) \) for the ICLMF, and \( (M_{*,\text{min}} \text{ and } M_{*,\text{max}}) \) for the IMF) as well as a random uniform value \( Y \) using a standard random number generator between the minimum and maximum values of the ICLMF (respectively of the IMF) in the interval range of \( M_{\text{cl,min}} \text{ and } M_{\text{cl,max}} \) for the ICLMF (and of \( M_{*,\text{min}} \text{ and } M_{*,\text{max}} \) for the IMF). We evaluate ICLMF\((M_{\text{cl,i}})\); (respectively, IMF\((M_{*,i})\)) and compare it to \( Y \). If ICLMF\((M_{\text{cl,i}}) > Y \) (respectively, if IMF\((M_{*,i}) > Y \)), the value of \( M_{\text{cl,i}} \) (respectively, \( M_{*,i} \)) is admitted. Otherwise, the drawn mass is discarded and the sampling proceeds using a new value of \( M_{\text{cl,i}} \) (respectively, of \( M_{*,i} \)). In theory, this iterative process should continue until the sum of the sampled masses is equal to \( \Sigma_{\text{cl}} \) (or to \( M_{\text{cl}} \) for the case of the IMF). However, the probability of the sum of sampled masses being exactly equal to the desired mass is marginal. It is therefore necessary to define a strategy for when to stop the sampling process. One method is the ‘stop after’ approach, in which the sampling of new masses is stopped immediately after the iteration that causes the sampled mass to be larger than the desired mass. An alternative is to remove the last mass that is drawn. In this ‘stop before’ approach, the total sampled mass is always smaller than the desired mass. As in Haas & Anders (2010), we follow a ‘stop nearest’ approach in which we compare the sum of the sampled masses before and after the last iteration that causes the sum of sampled masses to go beyond the desired mass. Between these two iterations, the one that is adopted is the one that causes the sum of the sampled masses to be the nearest to the desired mass.

The total number of clusters in the ICLMF depends on the adopted Galactic SFR, the chosen slope of the ICLMF, \( \beta \), and on its lower mass cut-off \( M_{\text{cl,min}} \) (the upper mass cut-off is fixed in our models to \( 5 \times 10^4 \) \( M_\odot \)). With our adopted range of values for the SFR, \( \beta \), and \( M_{\text{cl,min}} \), the number of clusters in the ICLMF varies from \( \approx 15000 \) for the cases with the lowest value of the SFR (0.68 \( M_\odot \) yr\(^{-1}\)), the lowest value of \( \beta \) (1.8), and the largest value of \( M_{\text{cl,min}} \) (50 \( M_\odot \)), to \( \approx 80000 \) for cases with the highest value of the SFR (1.45 \( M_\odot \) yr\(^{-1}\)), the highest value of \( \beta \) (2.2), and for \( M_{\text{cl,min}} = 50 \) \( M_\odot \), and up to \( \approx 210000 \) for the highest values of the SFR (1.45 \( M_\odot \) yr\(^{-1}\), the highest value of \( \beta \) (2.2), and the lowest value of \( M_{\text{cl,min}} \) (10 \( M_\odot \)). It should be noted that since the quantities we are calculating \((f_{O,\text{single}} \text{ and } f_{O,\text{lonely}})\) are dimensionless numbers, the calculated values are insensitive to the choice of the SFR, in so far as the ICLMF is complete at the low-mass end, which is the case for the values of parameters explored in this work.

Figure A1. Same as Fig. 8 (panel B) for the cases with completeness correction (filled symbols). The empty symbols show the same cases when no completeness correction is applied.
APPENDIX B: ADDITIONAL EXAMPLES OF THE COMPLETENESS FUNCTION

In Section 4.4, we described the method for constructing the completeness correction function for each realization of the ICLMF. Fig. 6 (left-hand panel) displays an example of the completeness function for a case with the GPD−σobs distribution of the parameter and with the following set of other parameters, SFR = 1 M⊙ yr−1, M_{cl, min} = 50 M⊙, and the slope of the ICLMF, β = 2. Here, we discuss how the shape of the completeness function is affected by the shape of the ICLMF and how this impacts the derived values of f_{O, single} and f_{O, lonely} with respect to the case where no completeness correction is applied (i.e. case of full completeness). As discussed in Section 4.4, in the absence of any completeness correction, the values of f_{O, single} and f_{O, lonely} increase with increasing values of β. A steeper ICLMF implies a larger fraction of low-mass clusters which are more likely to harbour single and lonely O stars. In contrast, a shallow ICLMF is more deficient in low-mass clusters, and this leads to a reduction of the value of f_{O, single} and f_{O, lonely}. This is illustrated in Fig. A1 which displays the values of f_{O, single} and f_{O, lonely} as a function of β without any completeness correction (open symbols) and of the case where the completeness correction is applied (full symbols).

This trend of increasing values of f_{O, single} and f_{O, lonely} with increasing values of β are washed away by the application of the completeness corrections. The reason for this effect lies in the fact that a steep ICLMF (β = 2.2) results in a shallower f_{comp} function in comparison with the case with β = 2 at high values of N_{*, 2−10} (i.e. for high-mass clusters) and to a steeper f_{comp} function at low values of N_{*, 2−10} (i.e. for low-mass clusters). An example of the completeness function for a realization of the ICLMF with β = 2.2 is displayed in Fig. A2 (right-hand panel). In comparison to cases with lower values of β, such a distribution of f_{comp} for a steep ICLMF leads to a larger relative retention of massive clusters that harbour large numbers of massive stars and this in turn leads to a significant reduction of the value of f_{O, single} and f_{O, lonely} when compared to the case with no completeness correction. In contrast, smaller values of β result in a steeper f_{comp} function at high values of N_{*, 2−10} and to a shallower f_{comp} function at low values of N_{*, 2−10} (case for β = 1.8 in Fig. A2, left-hand panel). This leads to the dismissal of a relatively larger fraction of massive clusters and while the net effect is still a reduction of f_{O, single} and f_{O, lonely} with respect to case with full completeness, the effect becomes less pronounced at lower values of β.
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