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Abstract:
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PARAMETER ESTIMATION
FOR A COMPUTABLE GENERAL EQUILIBRIUM MODEL:
A MAXIMUM ENTROPY APPROACH

1. Introduction
Computable general equilibrium (CGE) models have become workhorses for policy analysis. Despite their popularity, CGE models are frequently criticized for resting on weak empirical foundations, particularly for estimates of behavioral parameters (Shoven and Whalley 1992; McKitrick 1998). The problem is not confined to CGE models, but has been recognized for complex simulation models in general (Schmalensee, Stoker, and Judson 1998).

For developed countries, some major microeconometric exercises have been undertaken to estimate behavioral parameters, notably trade parameters. These include efforts by the IMPACT project, the U.S. International Trade Commission, and the U.S. Central Intelligence Agency (Goodman 1973; Alaouze 1976, 1977; Alaouze, Marsden, and Zeitsch 1977; Shiells, Stern, and Deardorff 1989; Shiells 1991; Shiells and Reinert 1991; Shiells, Roland-Holst, and Reinert 1993). Despite these and other efforts, the microeconometrics literature is widely viewed as providing only spotty coverage of the parameters of interest (Hansen and Heckman 1996; McKitrick 1998). In addition, it is far from clear that results from microeconometric studies can be appropriately applied to the more aggregate sectoral and household representations usually present in CGE models (Hansen and Heckman 1996; Dawkins, Srinivasan, and Whalley, 1999). For developing countries, the lack of an empirical basis for behavioral parameters is even
more severe. As a result, debate over appropriate values for behavioral parameters remains highly contentious. This is particularly true for trade parameters in CGE models employing Armington type trade assumptions.

The dearth of estimates of behavioral parameters has generally led analysts to specify functional relationships that require relatively few behavioral parameters. Hence, the ubiquity of the constant elasticity of substitution (CES) functional form in applied general equilibrium analysis. This parsimony with respect to number of behavioral parameters comes at a cost in terms of flexibility in representing technology or preferences (Jorgenson 1984; Uzawa 1962; McFadden 1963).

Direct econometric approaches to estimating CGE models have been used (Jorgenson 1984; Jorgenson and Slesnick 1997; McKitrick 1998). However, lack of data, computational and conceptual difficulties in estimation, and uncertainty concerning the validity of resulting estimates have comprised formidable barriers to application of the econometric approach. Existing applications reflect these difficulties. First, econometric estimates, such as those obtained by Jorgenson (1984), are almost always obtained using annual data. The elasticities obtained are thus short run. However, many CGE analyses consider a significantly longer adjustment time frame, often three to five years. Short run elasticities are likely to understate the response capacity of agents over this longer time frame. Second, given the large number of parameters to be estimated, long time series data for numerous variables are required to provide sufficient degrees of freedom for estimation. In many cases, the economy is likely to have undergone structural changes over the
period, which may or may not be appropriately reflected in the estimation procedure.

Finally, even those econometric estimates designed specifically to feed parameter estimates to CGE models (e.g. Jorgenson 1984; Jorgenson and Slesnick 1997; McKitrick 1998) undertake estimation without imposition of the full set of general equilibrium constraints. While the estimated parameters might provide a highly plausible description of historical production and consumption data sets, the estimated values will not be fully compatible with the general equilibrium system they are designed to represent. For example, predicted values from separate econometric production and consumption systems have the potential to grossly violate product balance conditions for some years of historical data.

As an alternative to the econometric approach, some CGE researchers employ a simple “validation” procedure by which they run a model forward over an historical period and compare results for some variables. The results can provide a basis for revising estimates of some important parameters, recalibrating the model in a kind of informal Bayesian estimation procedure. Examples of this approach include Gehlhar (1994); Kehoe, Polo, and Sancho (1995); and Dixon, Parmenter, and Rimmer (1997). Unlike econometric approaches, this approach makes very limited use of the historical record and provides no statistical basis for judging the robustness of estimated parameters.

In this article, we introduce a maximum entropy (ME) approach to estimation of behavioral parameters for a CGE model. The ME approach is similar to the econometric approach of Jorgenson (1984) in that (i) the full
historical record can be employed, and (ii) statistical tests for estimated parameter values are available. It is similar to the multi-period validation/calibration approach in that (i) the full model tracks the historical record, and (ii) the ME approach can be applied in the absence of copious data. The ME approach allows one to use all available data, take into account all relevant constraints, employ prior information about parameter values, and apply variable weights to alternative historical targets. Available information does not need to be complete or even internally consistent. The philosophy of the ME approach is to use all available information, but do not assume any information you do not have (such as strong assumptions about the distribution of error terms).

In the following, section two introduces maximum entropy estimation. Section three describes the ME approach as applied to a CGE model. Section four presents an application to Mozambique. A final section concludes and provides suggestions for future research.

2. Maximum Entropy Estimation

The maximum entropy approach is motivated by “information theory” and the work of Shannon (1948), who defined a function to measure the uncertainty, or entropy, of a collection of events, and Jaynes (1957a; 1957b), who proposed maximizing that function subject to appropriate consistency relations, such as moment conditions. The maximum entropy (ME) principle and its sister formulation, minimum cross entropy (CE), are now used in a wide variety of fields to estimate and make inferences when information is incomplete, highly scattered, and/or inconsistent (Kapur and Kesavan 1992). In economics, the ME principle has been successfully applied to a range of
econometric problems, including non-linear problems, where limited data and/or computational complexity hinder traditional estimation approaches. Theil (1967) provides an early investigation of information theory in economics. Mittelhammer, Judge, and Miller (2000) provide a recent textbook treatment which is focused more tightly on the ME principle and its relationships with more traditional estimation criteria such as maximum likelihood.

In general, information in an estimation problem using the entropy principle comes in two forms: (1) information (theoretical or empirical) about the system that imposes constraints on the values that the various parameters can take; and (2) prior knowledge of likely parameter values. In the first case, the information is applied by specifying constraint equations in the estimation procedure. In the second, the information is applied by specifying a discrete prior distribution and estimating by minimizing the entropy distance between the estimated and prior distributions—the minimum cross entropy (CE) approach. The prior distribution does not have to be symmetric and weights on each point in the prior distribution can vary. If the weights in the prior distribution are equal (e.g., the prior distribution is uniform), then the CE and ME approaches are equivalent.

Golan, Judge, and Miller (1996) bring the general regression model into the entropy/information framework by specifying an error term for each equation, but not assuming any specific form for the error distribution. In estimation, they do specify a support set for the error distribution and a prior on the moments of that distribution (usually symmetric about zero). The entropy framework also allows specification of a prior distribution for the
parameters (again, through specifying a support set). When prior distributions on parameters are specified, the ME/CE objective function has two terms. The first accounts for deviations of the estimated parameters from the prior. The second accounts for differences between predicted and observed values of variables (the error terms). Golan and Judge (1996) define the first term as “precision” and the second term as “prediction” (within sample). The optimal solution reflects tension between choosing parameter values that allow the model to closely fit the data (prediction) and parameter values that are close to their priors (precision). The analyst can choose the relative weight between the two terms in the objective.¹

The result is a flexible estimation framework that supports the use of information in many forms and with varying degrees of confidence. The framework also supports statistical inference. Imbens (1997) proves consistency and asymptotic normality of the ME estimator of the general linear model. Asymptotically valid test statistics are developed. For more general nonlinear cases, Golan and Vogel (1997) develop a Chi-square ($\chi^2$) statistic, similar to a likelihood ratio, which can be employed for hypothesis testing. A brief description of the statistic is presented in an appendix. For most applications, the real power of the framework is that it makes efficient use of scarce information in estimating parameters.²

3. Estimation Approach

View a classic static CGE model in the following form:

$$F(X, Z, B, \delta) = 0$$  \hspace{1cm} (1)

where $F$ is an I-dimensional vector valued function, $X$ is an I-dimensional vector of endogenous variables such as prices and quantities,³ $Z$ is a vector of
exogenous variables such as endowments and tariff rates, B is a K dimensional vector of behavioral parameters such as Armington substitution parameters (to be estimated), and \( \delta \) is a second vector of behavioral parameters whose values are uniquely implied by choice of B, the exact form of F, and data for the base year. The elements of F capture economically coherent production and consumption behavior as well as macroeconomic constraints. Static CGE analysis proceeds by changing the vector of exogenous variables, Z, and examining the resulting vector of endogenous variables, X, which satisfies (1).

In the entropy estimation formulation, the static model attempts to track the historical record over T (t=1,2,…,T) time periods. To reflect the historical record, the Z vector is partitioned into exogenous variables observable from historical data, \( Z_t^o \), and exogenous variables not observable from historical data, \( Z_t^u \). The vector \( Z_t^o \) would typically contain historical data on elements such as tax rates, endowments, world prices, and government spending. The vector \( Z_t^u \) might contain rates of technical change, implicit or unknown tax or subsidy rates, and other items, which are not available from the historical record. As mentioned above, the model is calibrated to a base year, which can be labeled year \( t' \). Due to calibration to the base year and the restrictions imposed on the function, F, a unique relationship between \( \delta \) and B exists which permits the model in (1) to reproduce the base year conditional on the choice of behavioral parameters B,

\[
\delta = \Phi(Z_t^o, B).
\]

(2)

Note that the full vector \( Z_t^o \) is assumed observable in the base year.
Estimation occurs in the context of the CGE model. Consequently, the relationship:
\[
F(X_t, Z_t^o, Z_t^n, B, \delta) = 0 \quad \forall \quad t \in T
\]
must hold for estimated values \( B \) and \( Z_t^n \), imposed values \( Z_t^o \), and calibrated values \( \delta \). The solution to the CGE model implies a predicted historical time path for variables of interest. Note that, in the current formulation, the historical time path could be viewed as multiple solves of a static CGE model. There are no forward looking dynamic elements. This “series of solves” traces a time path which can be compared with actual historic time paths for key variables in the following manner:
\[
Y_t = G(X_t, Z_t^o, Z_t^n, B, \delta) + e_t
\]
where \( Y_t \) is an \( N \) dimensional vector of historical targets, \( G \) is a function producing the vector of model predicted values for the targets, and \( e_t \) is an \( N \) dimensional vector representing the discrepancy between historical targets and predicted values. Calibration to the base year implies that \( e_t = 0 \).

The estimation problem is set up in the manner suggested by Golan, Judge, and Miller (1996). We treat each \( B_k \) \((k=1, \ldots, K)\) as a discrete random variable with compact support and \( 2 \leq M < \infty \) possible outcomes. So, we can express \( B_k \) as:
\[
B_k = \sum_{m=1}^{M} p_{km} v_{km}
\]
where \( p_{km} \) is the probability of outcome \( v_{km} \) and the probabilities must be non-negative and sum to one. Similarly, treat each element of \( e_1, e_m \), as a finite and discrete random variable with compact support and \( 2 \leq J < \infty \) possible outcomes. We can express \( e_m \) as:
\[ e_{tn} = \sum_{j=1}^{J} r_{tnj} w_{tnj} \]  

where \( r_{tnj} \) is the probability of outcome \( w_{tnj} \). In actual applications, support sets are typically specified with three or more points, supporting recovery of information about higher moments of the distribution. Elements of \( Z_t^u \) may undergo the same reparameterization; however, we forgo this step for simplicity. This corresponds to assuming either that all elements of \( Z_t \) are known or that elements of \( Z_t^u \) are being estimated without the imposition of a prior distribution.

Since we specify prior distributions on parameters, the objective contains the two terms, precision and prediction, discussed above. Each term can be given a weighting factor, \( \alpha_1 \) and \( \alpha_2 \). Within both terms in the objective, we specify the more general cross entropy prior allowing for non-uniform weights, \( q \) and \( s \), on the discrete support points for parameters and error terms respectively. This CE formulation may be written as follows:

\[
\begin{align*}
\text{Min} \quad & \quad \sum_{k=1}^{K} \sum_{m=1}^{M} p_{km} \log \left( \frac{p_{km}}{q_{km}} \right) + \sum_{r=1}^{T} \sum_{n=1}^{N} \sum_{j=1}^{J} r_{tnj} \log \left( \frac{r_{tnj}}{s_{tnj}} \right) \\
\text{s.t.} \quad & \quad P(X_t, Z_t^o, Z_t^u, B, \delta) = O \quad \forall t \in T \\
& \quad Y_t = G(X_t, Z_t^o, Z_t^u, B, \delta) + e_t \quad \forall t \in T \\
& \quad \delta = P(Z_T, B) \\
& \quad B_k = \sum_{m=1}^{M} p_{km} v_{km} \quad \forall k \in K \\
& \quad e_{tn} = \sum_{j=1}^{J} r_{tnj} w_{tnj} \quad \forall t \in T, n \in N \\
& \quad \sum_{m=1}^{M} p_{km} = 1 \quad \forall k \in K \\
& \quad \sum_{j=1}^{J} r_{tnj} = 1 \quad \forall t \in T, n \in N.
\end{align*}
\]
If the priors are chosen with uniform weights, the minimum CE objective collapses to the maximum entropy formulation. Consider the case where $q_{km}=q$ and $s_{nj}=s$:

$$
\text{Max}_{p,r,z} - \alpha_1 \sum_{k=1}^{K} \sum_{m=1}^{M} p_{km} \log(p_{km}) - \alpha_2 \sum_{i=1}^{T} \sum_{n=1}^{N} \sum_{j=1}^{J} r_{nj} \log(r_{nj}) + K \alpha_1 \log(q) + TN \alpha_2 \log(s)
$$

Note the objective direction reversal and the sign switch on each term when comparing (8) with (7) and note that the third and fourth terms in (8) are constants and not relevant to the optimization problem. The CE formulation in (7) corresponds to the Kullback-Liebler measure of deviation of the estimated weights from the prior (see Kapur and Kesavan 1992). This measure of deviation is minimized. The constrained optimization problem in (7) chooses distributions for parameters and error terms that are closest to the prior distributions, using an entropy metric, and satisfy the full set of conditions required by a CGE model $\forall t \in T$. In addition, the model endogenously calibrates itself to the base year.

It should be emphasized that the model being estimated is structural rather than reduced form. Decades of experience with this class of economy-wide model provide some prior information on relevant ranges for parameter values and likely parameter estimates. Furthermore, while the support of any imposed prior distribution for a parameter is a maintained hypothesis (the estimate must fall within the support), the shape of the prior distribution over that support (e.g., the weights on each support point) is not. Unless the prior is perfect, the data will push the estimated posterior distribution away from the prior. The direction and magnitude of these shifts are, in themselves,
informative. Also, note from (7) that, increases with the number of data points, the second term in the objective (“prediction”) increasingly dominates the first term (“precision”). In the limit, the first term in the objective becomes irrelevant. The prior distributions on parameters are only relevant when information is scarce.

Finally, since this structural model is, in principle, a complete representation of the economy in question, estimation through periods of structural change can be valid. For example, trade policy reform within the estimation period can be accounted for through appropriate adjustment of the elements of $Z_t$. This is what CGE models were initially designed to do. In fact, if the trade policy reform induces major shifts in relative prices, estimating through this period may be helpful as the price changes aid in identifying underlying technology and preference parameters. In contrast, structural changes, such as trade policy reform, pose difficulties for reduced form approaches (Hendry 1997) since no levers are available to model policy changes.

Like the econometric approach of Jorgenson (1984), the estimation problem in (7) is highly non-linear in parameters. The potential for multiple local optima exists. In our empirical experience with this estimation procedure to date, the model converges to the same point over a wide range of starting values.

4. An Application to Mozambique

4.1 Background

Mozambique is one of the poorest countries in the world. Following independence from Portugal in 1975, a combination of a vicious civil war and
inefficient socialist policies paved the way to complete economic collapse in 1986. In early 1987, a stabilization and structural adjustment program was launched, with civil war still ongoing. As might be expected, the civil war severely limited the scope and impact of initial reform measures. However, following cessation of hostilities in 1992, a vigorous economic reform program was launched; and economic indicators improved considerably (from a dismal base). Despite recent improvements, the main development challenges lie ahead (Arndt, Jensen and Tarp 2000). To help in identification of key development constraints and to aid in elaboration of a coherent development strategy, a CGE model of Mozambique was developed.

4.2 A CGE for Mozambique

The model developed for Mozambique is a relatively standard CGE model in the tradition of Dervis, de Melo, and Robinson (1982) and Devarajan, Go, Lewis, Robinson, and Sinko (1997). Two unique features have been added in order to reproduce some salient aspects of the Mozambican economy. First, available data indicate that marketing margins are very large, amounting to 40% or more of the final sale price for many commodities (National Institute of Statistics 1997; Arndt, Jensen, Robinson, and Tarp 2000). Accordingly, marketing margins are modeled in careful detail. A separate commerce activity, which accounted for about 20% of GDP at factor cost in 1995, provides margin services (National Institute of Statistics, 1997). Margins are imposed on imports (cost of delivery from the border to the consumer), exports (cost of delivery from the farm or factory gate to the border), and domestic transactions (cost of delivery from the farm or factory gate to the consumer).
Second, due to high transactions costs, many products, particularly agricultural products, are produced and consumed on location. This home consumption evades marketing margins. The value of home consumption amounted to nearly 20% of the value of total consumption in 1995 (National Institute of Statistics, 1997). Since the value of home consumption avoids marketing margins and purchased consumption is margin laden, home consumption accounts for an even higher proportion of real commodity consumption. In the CGE model, home consumption is modeled explicitly. Specifically, home produced and marketed commodities enter separately into a linear expenditure system. Minimum consumption levels for home produced and marketed commodities comprise parameters to be estimated.

Remaining aspects of the model are relatively standard. There are three factors of production: agricultural labor, non-agricultural labor, and capital. Agricultural labor is used exclusively in agricultural activities while non-agricultural labor is used exclusively in all remaining activities. Due to the importance of agriculture and the informal sector, full employment is assumed for both types of labor. Labor and capital combine in a Cobb-Douglas fashion to produce value added. Value added combines in a Leontief fashion with intermediate products to produce final goods. Domestic products are differentiated from imports and exports via a constant elasticity of substitution (CES) function on the import side and a constant elasticity of transformation (CET) function on the export side. The model contains a rural and an urban household. As discussed in more detail below, exchange rates are fixed to observed historical levels. More details on the model are available in Arndt, Jensen, Robinson, and Tarp (2000).
4.3 Data and Estimation

Economic collapse and war have not been kind to data gathering and analysis systems in Mozambique. As one might expect, data quality is often exceedingly poor and large information holes persist. Nevertheless, enormous efforts have been made to collect and analyze data since the cessation of hostilities in 1992. In particular, a newly created National Institute of Statistics has produced coherent, survey based national accounts data for the period 1991-1996. This information is the primary data source employed for estimation. Product balance statements for 184 commodities are available for the period and provide information on imports, exports, tariff revenue, total production, marketing margins, intermediate consumption, and household consumption (split between the rural and urban sectors as well as home versus marketed consumption). Value added and additional tax information are also available for 26 sectors. These data are supplemented by data from the Mozambique Anuário Estatístico (National Institute of Statistics, various years). This source provides information on exchange rates, government expenditure (broken between recurrent and investment), government tax revenues, remittances, and aid in the government budget.

In the model to be estimated, the data are aggregated to six commodities (food, cash crops, processed food, fish, manufactures, and services) and seven activities, which correspond one to one to the commodities plus the commerce activity. The base year for the model is 1995, which corresponds to the most recent year for which a detailed social accounting matrix is available. Detailed information on the social accounting matrix underlying the CGE model is available in Arndt, Cruz, Jensen, Robinson, and Tarp (1998). In 1991, civil war was ongoing and data quality is
thought to be exceedingly poor. As a result, this year is excluded from the analysis. The data set thus comprises five years (1992-96), including the base year. The paucity of time series data implies that annual observations must be employed in estimation. The estimated elasticities apply to this relatively short time frame. Note that the lack of data effectively precludes application of the econometric approach of Jorgenson (1984).

The GDP deflator is used to convert all data to real 1995 values. The following historical data series are imposed upon the model (elements of $Z_t$): the exchange rate (Mt/USD),\(^8\) total non-governmental organization activity, total government expenditure and government investment, subsidies to enterprises, social security payments, net remittances, tariff rates by commodity, and world price changes for exports and imports by commodity. Indices of world prices for imports and exports are derived from national accounts data. These indices are shown in Figures 1 and 2. The indices exhibit considerable price variation for most commodities, which bodes well for identifying trade parameters.

Data are not available on the evolution of the stock of labor and capital. Agricultural and non-agricultural labor stocks are assumed to vary proportionately with rural and urban population respectively. Rural and urban population estimates are derived from Bardalez (1997). Estimates for the capital stock were obtained using a variant of the perpetual inventory method of Nehru and Dhareshwar (1993). Details on derivation of the capital stock can be found in Arndt, Robinson, and Tarp (1999).

Finally, some exogenous parameters, derived from the 1995 social accounting matrix, are held constant throughout the estimation period. These
include input-output coefficients; income, enterprise, factor, and consumption tax rates; most output tax rates; household and enterprise savings rates; commodity cost shares in government consumption and investment; and commodity cost shares in private investment. In these cases, either time series data on these coefficients are unavailable or the coefficients are small and have remained relatively constant throughout the period.

Eight sets of variables are targeted. As shown in equation (4), an error term measures the difference between values predicted by the model and the value of the historical targets. Historical target variables include: (a) gross domestic product, (b) total sales by activity, (c) value of imports by commodity, (d) value of exports by commodity, (e) consumption tax revenue, (f) value of total private investment, (g) value of home consumption by commodity and household type, and (h) value of marketed consumption by commodity and household type. For example, the relationship between actual and predicted GDP determines the value of the error term associated with GDP as follows:

$$\text{GDP}_t^a = \text{GDP}_t^p + e_t \quad \forall t \in T$$  (9)

where $\text{GDP}_t^a$ is actual GDP in period $t$ and $\text{GDP}_t^p$ is predicted GDP in period $t$.

Support sets on error terms set the maximum divergence of the predicted value from the historical target. Golan, Judge, and Miller (1996) recommend setting upper and lower bounds for error terms approximately three standard deviations from the expected value (in this case zero). Monte Carlo tests undertaken by Preckel (2000) indicate that parameter estimates are relatively insensitive to bounds on error terms specified wider than three
standard deviations but can be quite sensitive to bounds on error terms that are less than three standard deviations from the mean value. The incentive is thus to specify relatively wide bounds. Table 1 illustrates upper and lower support points for predicted values of imports by commodity as a percentage of historical targets. These support sets are typical of those employed for almost all target variables excepting GDP. As is clear from the Table, support sets are relatively wide. In addition, because data quality is believed to be poorer for 1992 and 1993 than for subsequent periods, support sets are widened for these periods. The support sets on the error for GDP are significantly tighter—error in predicting GDP can be no larger than 15% of actual GDP for all periods. All support sets on error terms are symmetric three point (lower, upper, and zero) prior distributions indicating an expected error term mean value and skewness of zero.

Prior distributions for parameters were set wide in order to contain all possible parameter values. For trade parameters associated with the CES aggregator functions, three point prior distributions were set on elasticities with the lower point set at 0.3, the central point set at 1.5, and the upper point set at 9.0. The central point, which corresponds to the prior, was given a weight of 0.5. Weights on the upper and lower points were set such that the expected value of the prior distribution was 1.5. This distribution reflects our priors on likely Armington elasticity values. The estimates cannot be less than 0.3 or more than 9.0. We expect estimated elasticities to be around 1.5 for each commodity, which is why the central point receives a relatively heavy weight of 0.5. Due to the paucity of information on parameter values for Mozambique, we apply the same prior distribution for each commodity.
The standard deviation on the parameter implied by this prior distribution is 2.1, which reflects the high level of uncertainty concerning these parameter values.

The support set is the same for the CET excepting the upper point, which is set at five rather than nine reflecting the limited export capacity of the economy. This placement of the upper bound closer to the mode of the distribution reduces the standard deviation on CET elasticity parameters implied by the prior to 1.5. Given that the prior involves unequal weights on the support set, estimates of the CES and CET function elasticities employed a cross entropy formulation such that the implied prior value on all elasticities equaled 1.5. Table 2 presents the three point prior distributions on elasticity values actually employed, as well as the estimated elasticity values, for export (CET) and import (CES) trade functions respectively. Prior weights associated with each point in the cross entropy formulation appear in parentheses below the point.

On the consumption side, estimation focused on minimum consumption levels in the linear expenditure system. Other parameters of the linear expenditure system are implied by choice of minimum consumption levels and base year data. Very little information is available on appropriate values for these parameters. As a result, equally weighted three point prior distributions (a flat prior) for minimum home and marketed consumption levels were centered on one third and one fifth of base year consumption levels respectively for all households and commodities. Lower and upper limits on the prior distributions were set at 50% and 150% of these central levels.
Equally weighted two point support sets for prior distributions were set on parameters for technical change. Rates of Hicks-neutral technical change over the estimation period were calculated for manufactures and services—the two activities where weather or other external factors do not play a major role in determining productivity levels. These support sets were set quite wide with lower point set at –20% per annum and the upper point set at 24% per annum, implying a prior mean value on technical progress of 2% per annum. For agricultural activities (food and cash crops) and for the fishing activity in 1993, technology parameter support sets were specified for each year reflecting significant variation in climatic conditions over the estimation period.\textsuperscript{11} Lower and upper points on technology parameters were set at 25% and 250% respectively of the level observed in 1995. Weights on support set points were chosen so that the prior value for the technology parameter was exactly the 1995 level.

Finally, some elements of the $Z_t^u$ vector were estimated without any prior distributions. In particular, levels for output subsidies to food processing and manufacturing activities were set as free variables with no prior for the years 1992-94. This choice reflects subsidies in the form of soft loans from state run banks (or the central bank itself) directed towards these activities over this period.\textsuperscript{12} The soft loans permitted selected firms in manufacturing and food processing to pocket the inflation-induced increase in product price over the period (if they repaid the loan, which they often did not). Since inflation rates hovered around 50% over the period, easy access to low cost credit represents a potentially large subsidy (Arndt, Jensen, and Tarp, 2000). This subsidy appears to have manifested itself in the national accounts in the
form of reduced input costs. Failure to account for implicit state subsidies to manufacturing and food processing industries implies rapid technological regress over the estimation period—a highly implausible result.

Allowing net capital inflows to adjust endogenously closes the model. The exchange rate is fixed to the historical target. Thus, net capital inflows expand or contract depending on the gap between domestic savings and non-government investment. Given the large volumes of aid made available to Mozambique over the period 1992-96, this specification appears to be a reasonable assumption. In addition, while macroeconomic closure is a contentious issue in CGE models generally, in this case, a number of major macro variables (government recurrent spending, government investment and the exchange rate) are fixed to historical values dampening the closure issue. This is appropriate given the focus on behavioral parameters.

4.4 Results
This section examines first some measures of goodness of fit between actual and predicted values. We follow Kehoe, Polo, and Sancho (1995) in employing simple correlations and pseudo R-squared measures to determine goodness of fit. Discussion of estimated parameter values follows. This discussion focuses on estimates for trade parameters.

4.4.1 Measures of Fit
Table 3 illustrates correlations and a pseudo R-squared measure between predicted and actual macro-aggregates over the estimation period. Movement of macro aggregates correlates nicely with the historical data. Values for the pseudo R-squared tend to be substantially lower than the correlations. Unlike linear regression, which forces the sum of the error terms
to equal zero, predicted values in this maximum entropy procedure can consistently diverge from actual values by either a positive or negative amount. All of the predicted values for aggregates illustrated in the Table, excepting total imports, exhibit a tendency towards either positive or negative consistent divergence from the actual value. For example, consider Figures 3 and 4, which illustrate total exports and total imports respectively. The model tends to over-predict exports prior to 1995 but is reasonably close to the level of imports.

Table 4 illustrates measures of goodness of fit for exports and imports by commodity. Performance in terms of correlation and R-squared varies substantially from more than 0.9 to negative values. For the major import commodity (manufactures with a 53% share) and export commodity (services with a 52% share), predicted values track historical values quite closely. Small flows, such as exports of food and imports of cash crops, tend to be predicted with a lesser degree of accuracy. General equilibrium models are predicated on the belief that general equilibrium feedbacks matter. For example, for the important traded commodities in an economy, macro constraints, such as the balance of payments conditions, can substantially influence behavior. However, for small flows within an economy, general equilibrium feedbacks can be relatively unimportant. This logic underpins the ceterus paribus assumption present in partial equilibrium models. As a result, one would expect that the model should be more adept at predicting larger flows.

Two prominent exceptions to this rule of thumb are exports of fish and processed food. The share of each commodity in total exports is
significant; nevertheless, correlations are small or negative and R-squared is negative for each commodity. These poor performances probably indicate that exogenous factors, operating outside of the model, had a stronger impact on exports of fish and processed food than the factors contained within the model. In the case of fish, exports are materially affected by weather and ocean conditions conducive to catching fish, particularly prawns. Regarding processed food, exports of this commodity are comprised primarily of sugar, cashew nuts, and cotton fiber. Each of these constituent industries operated in a complex and rapidly evolving regulatory environment over the estimation period (World Bank 1996). These policy constraints and shifts, which are impossible to incorporate into the model at this level of aggregation, have clearly affected export performance in cashew nuts and sugar and quite likely have affected export behavior in cotton fiber.

On the positive side, the model does a good job of tracking structural shifts in the shares of import volumes over the 1992-96 period. In particular, the nominal value of food imports declined from 18% of total import value in 1992 to 4% of total import value in 1996. While the food share of import values declined, the share of manufactures and services in nominal import values increased over the same period. As indicated in Table 4, the model does a good job of tracking these structural shifts in import composition. The model also tracks very closely the rise in food production that permitted the decline in food import volumes.

The final column of Table 4 presents a weighted average of correlations and R-squared with the weights corresponding to 1995 export or import shares as appropriate. For the three cases of negative R-squared, these
values were set to zero for the purposes of the weighted R-squared calculation. Using this criterion, model predictions of import behavior perform well with a weighted correlation of 0.81 and a weighted R-squared of 0.75. Model predictions of export behavior are less favorable, with a weighted correlation of 0.50 and a weighted R-squared of 0.46 (with the truncation of R-squared measures at zero). In sum, the model is capable of explaining a number of salient aspects of the performance of the Mozambican economy in the post civil war period. This is remarkable given the tumultuous changes, which characterized the period, and the relative paucity of good information on economic performance. We conclude that the fit of the model is adequate to allow us to turn attention to estimated behavioral parameters.  

4.4.2 Trade Parameter Estimates

Estimated export elasticities for four commodities (food, fish, processed food, and manufactures) are low. For services and cash crops, estimated export elasticities move substantially above the prior. Since services comprised more than half of exports in value terms in 1995, the elastic transformation estimate is interesting. A statistical test was conducted to determine if the prior elasticity of 1.5 is consistent with the data. The $\chi^2_1$ statistic of 2.2 fails to reject the null hypothesis. The basic story emerging from the estimates is that Mozambique is an economy with little capacity to shift production between domestic and export markets for many export commodities. The loss of contact with export markets, which occurred during the civil war period, appears to have restricted the capacity of firms to access export markets. In addition, the structural changes brought about by the economic reform program have harmed some traditional exporters, such as
cashew nut processors, and opened export opportunities in other sectors such as food. For example, Mozambique has begun exporting small quantities of maize. However, a lack of well-established export institutions hinders export capacity in maize and other commodities (Miller 1996; World Bank 1996). The export elasticity estimates indicate that, for most commodities, similar difficulties exist in tapping export markets.

While economic collapse and civil war profoundly affected export volumes, import volumes remained substantial thanks to large influxes of foreign aid. As a result, importing institutions functioned throughout the estimation period. In addition, firms operating in domestic markets became accustomed to competing with imports and consumers regularly faced choices between domestic and foreign produced goods. Substitution possibilities between domestic and imported food appear to be particularly strong. Substitution elasticities between imports and domestics for other goods appear to be smaller.

The large elasticity on food is interesting as yellow maize comprised a substantial portion of food imports, particularly in the early post-war period. For example, in 1993, maize comprised approximately 60% of food imports with the vast bulk of maize imports coming in the form of yellow maize as food aid (National Institute of Statistics 1997; Donovan, 1996). Even though Mozambican consumers express a clear preference for white maize, substitution possibilities appear to be strong. A test of null hypothesis of an import elasticity on food of three was rejected by the data at the 95% confidence level ($\chi^2$ statistic of 5.9).
This result accords with available microeconomic evidence. The Ministry of Agriculture in cooperation with Michigan State University (1994) conducted a study of white versus yellow maize consumption. They found that, with equal prices, consumers overwhelmingly favor white maize. However, when presented with a hypothetical maize purchasing game, consumers indicated that they would switch rapidly to yellow maize if its price fell relative to white maize. Low-income consumers, who comprise the bulk of the population, indicated the greatest degree of price sensitivity.

Manufactures represent a second interesting case. Manufactures claimed by far the largest import share in 1995 (see Table 4). In addition, domestic manufactures production is small accounting for less than two percent of value added at factor cost in 1995. On the basis of volume alone, domestic manufactures cannot substitute substantially for imported manufactures. However, this does not necessarily imply that the degree of substitutability between existing domestic manufactures and imported manufactures is small. Estimation results indicate an elasticity slightly lower than one. This is within the range of values frequently employed in developing country contexts. However, a statistical test fails to reject the null hypothesis of an elasticity of two. The $\chi^2$ statistic is only 0.1 indicating reasonable consistency of the data with a wide range of possible values for the import elasticity for manufactures.

The $\chi^2$ statistic provides some useful insights into the robustness of the estimation results (explicit sensitivity analysis is also presented in the next section). For example, the statistic indicates that the data strongly point to a relatively high value for the import elasticity for food while the data provide
little insight into the appropriate value for the import elasticity of manufactures. While this test statistic adds to the utility of the entropy approach, it should be noted that neither the philosophy of the entropy estimation approach nor the properties of the $\chi^2$ statistic lead one to place heavy emphasis on hypothesis testing within this framework. With respect to properties, the $\chi^2$ statistic is known to have weak power. With respect to estimation philosophy, the focus is on using all available information (and no additional information) to estimate unknown parameters. Once satisfied that one has employed all available information from theory, data, and prior experience in the estimation procedure, information theory dictates that one should use the parameter estimates obtained. Doing anything else would imply the existence of additional information—a possibility that has already been ruled out.

4.4.3 Sensitivity Analysis

In developing the prior distributions on parameters, we drew on our collective intuition and experience. Nevertheless, in facing the same problem, reasonable economists could easily differ on the exact shape of the parameter prior distributions. It is thus worthwhile to ask how alternative assumptions on prior distributions would influence parameter estimates. Table 5 illustrates trade parameter estimates for the base case (prior distributions and estimates shown in Table 2) and two additional parameter priors. In Prior 1, support points are the same as in the base case except that the upper support point is reduced to six for the import elasticities and three for export elasticities. As in the base case, the central support point (value of 1.5) receives a prior weight of 0.5 and prior weights on upper and lower support points are set such that
the mean of the prior distribution is 1.5. In Prior 2, upper and lower support points are the same as in Prior 1. The central support point is set to 0.9 and receives a prior weight of 0.5. Prior weights on upper and lower support points are set such that the mean of the prior distribution is 0.9. Table 5 also provides the first three moments for each of the three prior distributions.

As is clear from Table 5, the choice of parameter prior distributions does influence the parameter estimates. For both export and import elasticities, Prior 1 exhibits reduced variance and strongly reduced skewness relative to the base. The mean remains the same. The effect of this is to tend to draw the estimates towards the mean. This is what occurs in nine of the 11 cases. Note that the larger elasticity estimates, such as services on the export side and food on the import side, tend to be pulled more strongly towards the mean due to the combined effect of reduced variance and reduced skewness. Comparing the moments of Prior 1 versus Prior 2, the main difference lies in the reduction in the mean value. This tends to simply lower all of the estimated elasticities from Prior 1 to Prior 2, which is what occurs in 10 of the 11 cases.

While the elasticity estimates do change with changes in the prior distribution, the qualitative story remains essentially unchanged across the various prior distributions. Across all distributions, the estimates indicate limited capacity to transform domestic production to exports for all commodities other than services. On the import side, the estimated import transformation elasticity for food is high for all distributions. Finally, the rank ordering of the estimates from lowest to highest remains essentially the same across all the distributions for both the export and import elasticity groups.
5. Conclusions and Suggestions for Future Research

The maximum entropy approach offers strong promise as a formal method of parameter estimation. The estimated trade parameters for Mozambique point strongly to the need for development efforts to aid in the transformation of domestic products into export products. It also indicates high transformation elasticities between imported and domestically produced food. The application illustrates the power of the ME approach to derive useful economic implications from limited data. This property is extremely valuable, particularly in developing country contexts. Nevertheless, in terms of future research, it would be of interest to apply the method to a country with a longer and more reliable series of data.
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7. Appendix

Denote $z_u$ as the objective value for the maximization problem in (7) unencumbered by any hypothesis test and denote $z_c$ as the objective value for the maximization problem in (7) when a constraining hypothesis, such as the Armington import elasticity on food is equal to three, has been added to the constraint set. The test statistic, $\lambda$, is then:

$$
\lambda = 2z_u\left(1 - \frac{z_c}{z_u}\right)
$$

which converges in distribution to $\chi^2_k$ with $k$ degrees of freedom in large samples. Degrees of freedom correspond to the number of constraints imposed (see Golan and Vogel 1997).

The ME objective is a measure of information content in the constraints. If a constraining hypothesis is imposed and results in a large reduction in the objective value, this implies that the constraint is highly informative. In other words, the constraint adds significant information beyond the information content derived from the data. In these cases, the null hypothesis represented by the constraint is rejected.

Extension of the test statistic to the CE formulation is straightforward (see Golan and Vogel 1997).
Table 1: Support Set End Points on Predicted Values for Imports as a Percentage of Actual Values.

<table>
<thead>
<tr>
<th>Year</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>42%</td>
<td>158%</td>
</tr>
<tr>
<td>1994</td>
<td>42%</td>
<td>158%</td>
</tr>
<tr>
<td>1993</td>
<td>28%</td>
<td>172%</td>
</tr>
<tr>
<td>1992</td>
<td>14%</td>
<td>186%</td>
</tr>
</tbody>
</table>

Note: Since 1995 is the base year, predicted values always equal actual values in 1995.
Table 2: Trade Parameter Support Sets and Estimates.¹

<table>
<thead>
<tr>
<th></th>
<th>Export Elasticity</th>
<th>Import Elasticity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>Prior Value</td>
</tr>
<tr>
<td>Food</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.72</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.500)</td>
</tr>
<tr>
<td>Cash Crops</td>
<td>2.20</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.500)</td>
</tr>
<tr>
<td>Fish</td>
<td>0.74</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.500)</td>
</tr>
<tr>
<td>Processed Food</td>
<td>0.33</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.500)</td>
</tr>
<tr>
<td>Manufactures</td>
<td>0.56</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.500)</td>
</tr>
<tr>
<td>Services</td>
<td>2.84</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.500)</td>
</tr>
</tbody>
</table>

¹Prior weights for each point in the support sets are shown in parentheses below each point.
Table 3: Correlations and Pseudo R-Squared for Macro Aggregates.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Correlation</th>
<th>R-Squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>0.99</td>
<td>0.81</td>
</tr>
<tr>
<td>Private Investment</td>
<td>0.92</td>
<td>0.83</td>
</tr>
<tr>
<td>Value of Intermediate Consumption</td>
<td>0.97</td>
<td>0.84</td>
</tr>
<tr>
<td>Total Sales</td>
<td>0.97</td>
<td>0.55</td>
</tr>
<tr>
<td>Total Exports</td>
<td>0.80</td>
<td>0.62</td>
</tr>
<tr>
<td>Total Imports</td>
<td>0.62</td>
<td>0.65</td>
</tr>
</tbody>
</table>

The pseudo R-squared measure employed is simply $1 - \frac{ESS}{TSS}$ where ESS is the error sum of squares and TSS is the total sum of squares.
Table 4: Measures of Fit for Exports and Imports.

<table>
<thead>
<tr>
<th></th>
<th>Food</th>
<th>Cash</th>
<th>Fish</th>
<th>Processed</th>
<th>Manufactures</th>
<th>Services</th>
<th>Weighted Average&lt;sup&gt;1&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exports Share in 1995</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Share in 1995</td>
<td>0.01</td>
<td>0.04</td>
<td>0.21</td>
<td>0.17</td>
<td>0.05</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>0.35</td>
<td>0.91</td>
<td>0.14</td>
<td>-0.48</td>
<td>0.60</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>R-Squared&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.10</td>
<td>0.96</td>
<td>-2.03</td>
<td>-0.66</td>
<td>0.39</td>
<td>0.76</td>
</tr>
<tr>
<td><strong>Imports Share in 1995</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Share in 1995</td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
<td>0.22</td>
<td>0.53</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>0.87</td>
<td>-0.60</td>
<td>NA</td>
<td>0.51</td>
<td>0.90</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>R-Squared&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.79</td>
<td>-0.08</td>
<td>NA</td>
<td>0.43</td>
<td>0.92</td>
<td>0.63</td>
</tr>
</tbody>
</table>

<sup>1</sup> For the cases of negative R-squared in the export row, these two values were set to zero for the purposes of the weighted R-squared calculation.

<sup>2</sup> The pseudo R-squared measure employed is simply 1 – ESS/TSS where ESS is the error sum of squares and TSS is the total sum of squares.
Table 5: Trade Parameter Estimates Under Alternative Prior Distributions

<table>
<thead>
<tr>
<th></th>
<th>Export Elasticity Estimates</th>
<th>Import Elasticity Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Base</td>
<td>Prior 1</td>
</tr>
<tr>
<td>Food</td>
<td>0.72</td>
<td>0.90</td>
</tr>
<tr>
<td>Cash Crops</td>
<td>2.20</td>
<td>1.88</td>
</tr>
<tr>
<td>Fish</td>
<td>0.74</td>
<td>0.91</td>
</tr>
<tr>
<td>Processed Food</td>
<td>0.33</td>
<td>0.31</td>
</tr>
<tr>
<td>Manufactures</td>
<td>0.56</td>
<td>0.66</td>
</tr>
<tr>
<td>Services</td>
<td>2.84</td>
<td>2.13</td>
</tr>
<tr>
<td>Mean</td>
<td>1.50</td>
<td>1.50</td>
</tr>
<tr>
<td>Variance</td>
<td>2.10</td>
<td>0.90</td>
</tr>
<tr>
<td>Skewness</td>
<td>4.85</td>
<td>0.27</td>
</tr>
</tbody>
</table>

Notes:

Prior 1: Support points are the same as the base except that the upper support point is reduced to six for the import elasticities and three for export elasticities. The central support point (value of 1.5) receives a prior weight of 0.5 and prior weights on upper and lower support points are set such that the mean of the prior distribution is 1.5.

Prior 2: Upper and lower support points are the same as in Prior 1. The central support point is set to 0.9 and receives a prior weight of 0.5. Prior weights on upper and lower support points are set such that the mean of the prior distribution is 0.9.

Hypothesis test results are essentially the same across the alternative priors.
Figure 1: Export Price Indices
Figure 2: Import Price Indices
Figure 3: Total Exports

![Graph showing the trend of total exports from 1992 to 1996. The graph compares predicted and actual values.]
Figure 4: Total Imports
8. Endnotes

1 One option is to dispense with parameter priors altogether (zero weight on precision). In ME estimation of the general linear regression model (GLM) with a “wide” support set specified for the error terms and zero weight on precision, parameter estimates derived from the ME approach will be very similar to parameters obtained using OLS in small samples.

2 Golan, Judge, and Miller show that the ME/CE approach is an “efficient” information processing rule, as described by Zellner (1988).

3 The vector X contains a slack variable as a check on Walras’ law.

4 Non-negativity constraints apply to the estimated weights, p and r. In the limit, 0log(0)=0. In practice, estimated weights, p and r, are bounded below to small values to prevent numerical difficulties.

5 According to McKitrick (1997), one of the benefits of the econometric approach is that it allows the analyst to dispense with exact calibration to a base year. Others, such as Roberts (1994), find that choice of base year matters relatively little to model results while choice of parameter values matter a great deal.

6 A full description of the model is available upon request.

7 Land is relatively abundant and data on returns to land non-existent. There is some work indicating that returns to land are positive, not zero as is often assumed (Ministry of Agriculture, 1992). However, the cost share of land is surely small and reasonably lumped into returns to capital.

8 Even though Mozambique conducts very little direct trade with the United States, the Mt/USD exchange rate was chosen. Three reasons underpin this choice. First, the value of aid flows, which are extremely important, and remittances, which are somewhat important, are recorded in U.S. dollars. Second, many international transactions are denominated in dollars even if the U.S. plays no part in the transaction. Third, the Mt/USD exchange rate behaved similarly to a trade weighted exchange rate index over the estimation period.

9 For some very small flows, support points are set very wide. For example, small but positive imports of cash crops occur in each year. Support sets on these flows are set very wide.

10 The CES import aggregator function is not defined numerically for an elasticity of one. To permit estimation, the import elasticities were bounded initially to be greater than one. If an elasticity estimate struck its bound, the bounds were shifted to the elasticity range less than one. This processed continued until an
interior solution (no import elasticities on bounds) was found. Prior distributions remained the same for all solves.

11 Use of data on climatic conditions (e.g., rainfall) as instrumental variables in estimation of agricultural technology parameters would be an interesting extension.

12 To the extent that subsidization of certain industries through the banking system continued into 1995, this subsidization is inadequately captured in the available social accounting matrix. However, by 1995, it had become clear that the banking system had been a conduit for subsidies to state enterprises, and steps had been taken to minimize the flow (Castro, 1995).

13 It is also the only feasible closure. Credible data on capital inflows are non-existent. Official capital inflow data corresponds with a different (and lower quality) set of national accounts (Arndt, Jensen and Tarp, 2000). The two sets of national accounts differ substantially in levels for almost all aggregates of importance, such as GDP, export, imports, and export minus imports, as well as trends in these aggregates.

14 The pseudo R-squared measure employed is simply $1 – \frac{ESS}{TSS}$ where ESS is the error sum of squares and TSS is the total sum of squares. Ordinary least squares (OLS) imposes conditions on error term estimates which imply various properties for R-squared. These properties are not present in the ME estimator. For example, OLS estimation implies that $\frac{RSS}{TSS} = 1 – \frac{ESS}{TSS}$ where RSS is regression sum of squares. The ME procedure employed does not impose this relationship.

15 It should be noted that many important aspects are hidden. For example, the structural adjustment program may be expected to force non-competitive formerly state subsidized manufacturers to contract while it is hoped that other manufacturers will expand. The net effect on aggregate manufacturing is unclear particularly in the short run. Since we focus on aggregate manufacturing, we cannot capture this compositional effect.

16 Imposing an export elasticity of one for services results in failure of the routine to find a feasible solution with the optimal solution as starting values.