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ABSTRACT

Formation of nucleosome free region (NFR) accompanied by specific histone modifications at flanking nucleosomes is an important prerequisite for enhancer and promoter activity. Due to this process, active regulatory elements often exhibit a distinct shape of histone signal in the form of a peak-valley-peak (PVP) pattern. However, different features of PVP patterns and their robustness in predicting active regulatory elements have never been systematically analyzed. Here, we present PARE, a novel computational method that systematically analyzes the H3K4me1 or H3K4me3 PVP patterns to predict NFRs. We show that NFRs predicted by H3K4me1 and me3 patterns are associated with active enhancers and promoters, respectively. Furthermore, asymmetry in the height of peaks flanking the central valley can predict the directionality of stable transcription at promoters. Using PARE on ChIP-seq histone modifications from four ENCODE cell lines and four hematopoietic differentiation stages, we identified several enhancers whose regulatory activity is stage specific and correlates positively with the expression of proximal genes in a particular stage. In conclusion, our results demonstrate that PVP patterns delineate both the histone modification landscape and the transcriptional activities governed by active enhancers and promoters, and therefore can be used for their prediction. PARE is freely available at http://servers.binf.ku.dk/pare.

INTRODUCTION

Enhancers and promoters are cis-regulatory elements (CREs) that control the spatiotemporal expression of genes in response to various external signals and across different cell types (1,2). While promoters are located at the 5′ end of genes, enhancers can be located at thousands of bases up- or downstream of their target gene(s) (1). An important prerequisite for the activity of CREs is the formation of a nucleosome free region (NFR) that is often reflected by the distinct positional distribution of histone modifications in the form of a peak-valley-peak (PVP) pattern (1,3,4). Indeed, PVP patterns have previously been associated with enhancer activity (5–7). However, they have never been systematically analyzed in terms of their efficacy to detect and elucidate distinctive properties of active CREs. Consequently, most standard analysis approaches use enrichment of histone modifications measured by ChIP-seq as the primary criteria to predict CREs. Prominent among these are the ‘signal-based’ and ‘machine learning-based’ approaches.

The standard ‘signal-based’ approach is used in scenarios where limited histone modification data are available, for example, enrichment of H3K4me1 relative to H3K4me3 is used to predict enhancers, and the inverse ratio to predict promoters (1,8). Since enrichment of histone modifications does not always correlate with the activity of CREs (9,10), ‘machine learning-based’ methods trained on a large set of histone modifications data have been developed to increase the accuracy of predictions. Among these methods are ChromHMM (11) and Segway (12) that were used to predict enhancers and promoters across different cell lines studied during the ENCODE project. Other recently devel-
oped methods based on this approach are CSI-ANN (13), RFECS (14), EnhancerFinder (15) and DEEP (16).

The major drawback of both 'signal' and 'machine learning'-based approaches is the low specificity of prediction, particularly of active CREs. This is due to the reason that enrichment of histone modifications can be observed at both 'primed to be active' (poised) and active CREs (1,3). Although the inclusion of H3K27ac enriches for active CREs (8), recent studies based on a more robust indicator of activity (divergent transcription) have shown low in vitro validation rates of histone-based predictions (17,18). Of note, these studies suggested that enrichment of H3K4me1 and H3K4me3 is neither a completely distinctive nor an exclusive feature of active enhancers and promoters (17,19,20). In fact, a recent study showed that enrichment of H3K4me3 correlates with the activity of CRE (both for enhancers and promoters) (20).

In view of the limitations mentioned above and the potential of a PVP pattern in detecting active regulatory elements, we developed a method that systematically analyzes a PVP pattern defined by H3K4me1 and H3K4me3 modifications to predict NFRs. We show that NFRs predicted by the H3K4me1 and H3K4me3 PVP patterns, characterize active enhancers and promoters, respectively. We show that the depth of PVP patterns (nfrDip score) is a reflection of active transcriptional regulation, measured by using complementary high-throughput sequencing data such as GRO-seq, CAGE, ChIA-PET, H3K27ac and Pol-II binding. Apart from the depth of the PVP pattern, we show that the asymmetry in this pattern can be used to predict the directionality of stable transcription at promoters. Also, we show a spatially distinct deposition pattern of H3K4me1 relative to H3K4me3 and H2A.Z histone marks at nucleosomes flanking enhancers and promoters. Finally, we use the method to identify hundreds of enhancers important in defining the identity of four ENCODE cell lines and four hematopoietic progenitor cells.

MATERIALS AND METHODS

Input data

We used ChIP-seq-based histone modification data (H3K4me1 and H3K4me3) for the prediction of NFRs in four human cell lines (GM12878, HeLa-S3, HepG2, K562). NFRs predicted using H3K4me1 and H3K4me3 modifications are annotated as enhancers (PVP based) and promoters (PVP based), respectively. The histone modification data for the four cell lines was downloaded in BAM format from the ENCODE project (21) (http://hgdownload.cse.ucsc.edu/goldenPath/hg19/encodeDCC/).

Method to predict nucleosome free regions

To predict NFRs that include enhancers and promoters, the method analyzes H3K4me1 or H3K4me3 modification data on a genome wide scale. Various analysis steps in the method are summarized in Figure 1 and described as follows: (i) input to the method are mapped reads in BAM format corresponding to the two replicates of an H3K4me1/me3 ChIP-seq experiment (Figure 1A), (ii) identically mapped reads are collapsed into tags to remove poly-
merase chain reaction duplicates. This is followed by extending the 3′ end of tags to the actual fragment length as determined using Macs2 (22) (Figure 1B). Next, we normalize the tag counts with respect to the sequencing depth of each replicate (23). (iii) The computational method, blockbuster, is used to fit Gaussian distribution to the normalized tag density profile of H3K4me1/3 modifications across the whole genome (Figure 1C). blockbuster has been extensively applied on small RNA-seq data for a similar purpose (24). Regions where the tag density profile follows a Gaussian distribution and consists of a minimum number of tags (block threshold) are marked as containing a ‘tag block’ (Figure 1C; see next paragraph for details). (iv) Overlapping tag blocks are merged into a single block cluster, thus covering a much broader genomic region. All the regions ≥20 and <3 kb in length flanked by block clusters are defined as putative NFRs. We used an upper limit of 3 kb to define NFR as it corresponds to the 99% quartile limit for the width of both enhancers and promoters predicted by ENCODE (11,12).

Further, only the NFRs that are reproducible between the three modifications across sized tag density profile of H3K4me1/3 modifier, enhancers and promoters predicted by ENCODE (11,12). The score (\(S_n\); nfrDip) is calculated for each putative NFR (n) as:

\[
S_n = \left( \frac{E_u + E_d}{L_u + L_d} - \frac{E_n}{L_n} \right)
\]

where; \(E\) is the total normalized tag count in block cluster upstream (u), block cluster downstream (d) and in the NFR (n), respectively. \(L\) represents the length in base pairs of the respective regions. The higher the nfrDip score (\(S\)), the better defined is the corresponding NFR. (v) We further test whether the score, \(S_n\), for each putative NFR is significantly greater than that computed for the genomic background (Figure 1E). Specifically, a P-value is calculated for each putative NFR by counting the fraction of random genomic regions with a score greater than \(S_n\). (vi) Putative NFRs with P-values <0.001 and Benjamini-Hochberg adjusted FDR < 0.05 are included in the final set of NFR predictions (Figure 1F). To compute the genomic background, we randomly sample 100 000 unique genomic regions of the same length distribution (as the putative NFRs) which overlap with the regions enriched for block clusters (used to define the putative NFRs), but not with putative NFRs.

To compute the block threshold described above, we use the negative binomial distribution-based predictions of H3K4me1/3 enriched regions from Macs2 (22). Specifically, the block threshold is set to \(X\) such that 99.95% of H3K4me1/3 enriched regions have tag counts above \(X\). The block threshold is computed individually for both replicates, and the mean of the two thresholds is chosen as the final threshold. To analyze datasets having low tag coverage caused by low input sample quantity, low sequencing depth or low antibody specificity, as inferred from initial quality checks (Supplementary Figures S1 and 2), we have set the minimum value of the block threshold (\(X\)) to five. For all the datasets analyzed in this study, the computed block threshold (\(X\)) clearly separated the density distributions of normalized tag counts at histone enriched and background regions, respectively (Supplementary Figures S3 and 4).

**Benchmark dataset**

To benchmark the performance of the PVP-based method, we compared the regulatory activity level of our predictions (9135 enhancers and 4946 promoters) with those predicted using the classic signal and ENCODE (machine learning)-based approaches in the HeLa cell line. For fair assessment, while comparing PVP-based predictions with ENCODE defined or signal-based predictions, we trim all the regions to 1000 bp, centered from the middle position. Specifically, we created the following datasets:

**Signal-based predictions.** We determined the genomic regions enriched for H3K4me1, H3K4me3 and H3K27ac histone modifications in HeLa cells using Macs2 (22).

To increase the specificity of the enriched regions, we used a control sample prepared using a control antibody (‘IgG’ control). Data corresponding to the three histone marks and control in replicates was downloaded (http://hgdownload.cse.ucsc.edu/goldenPath/hg19/encodeDCC/) from ENCODE in BAM format (21). Further, Irreproducible Discovery Rate (IDR) (25) was used at a false discovery rate of 0.05 to filter out irreproducible regions between the two replicates. This gave us a conservative and reproducible set of 20 803 and 18 199 regions enriched for H3K4me1 and H3K4me3, respectively. Next, we selected 9286 regions (1 kb) enriched for both H3K4me1 and H3K27ac, and not overlapping with TSS, TTS or exons of known genes from GENCODE (26) as active enhancers (signal based). Similarly, 8940 regions (1 kb) enriched for both H3K4me3 and H3K27ac (\(N = 14,746\)), but not enriched for H3K4me1, were selected as active promoters (signal based).

**ENCODE defined predictions.** We downloaded 44 enhancers and 21,741 promoters defined as part of the ENCODE project in HeLa cells. Specifically, these have been predicted using two machine learning-based methods, ChromHMM (11) and Segway (12), and we include only those predicted by both methods (http://hgdownload.cse.ucsc.edu/goldenPath/hg19/encodeDCC/wgEncodeAwgSegmentation/).

Next, we selected 20,019 enhancer regions (1 kb) enriched for H3K27ac modification as active enhancers (encode defined). Specifically, 18,497 promoter regions (1 kb) enriched for H3K27ac modification were selected as active promoters (encode defined).

**Dataset used to study the regulatory activity of enhancers and
dataset**

To study the level of regulatory activity at enhancers and promoters, we downloaded BAM files corresponding to chromatin modification (H3K27ac, H2A.Z), transcription factor (TF) binding (P300, Pol2) long-range chromatin interaction (ChIA-PET), CpG methylation and gene expression (long RNA-seq) for all four cell lines from the ENCODE project (21). Similarly, nucleosome positioning (MNase-seq) data was downloaded for GM12878 and K562 cell lines. BAM files corresponding to both the replicates of experimental assays mentioned above were downloaded (http://hgdownload.cse.ucsc.edu/goldenPath/...
Association of enhancer activity with gene expression

We consider all the genes (S’ end) within a specified distance to an enhancer (<40 000 bp) or promoter (<500 bp) region as being associated with these elements. This means that to estimate the regulatory effect of an enhancer or promoter on expression, we sum the expression of all genes associated with these elements. We used cumulative gene expression and a distance of 40 kb to link enhancers with gene expression due to two reasons. First, enhancers tend to form a loop to interact with promoters, and most of these interactions have been shown to occur within a distance of ~50 kb from the enhancer (30,31); and, second, enhancer–promoter interactions is a many-many relationship meaning that many enhancers can regulate the expression of a single gene (19,32,33) and vice versa (34). Furthermore, the closest gene may not be a target of an enhancer (34,35). All these factors are not taken into account when using the closest gene as the putative target of an enhancer. We also note that our distance thresholds (500 and 40 000 bp), although found suitable for human and mouse genomes, are not interchangeable between organisms and should vary depending upon their genome sizes.

Analysis of enhancer or promoter dynamics across ENCODE cell lines and hematopoietic cells

We used BEDTools (multiIntersectBed) (36) to determine enhancer or promoter regions, unique or shared between multiple cell types. In a few cases, we observed a region in a cell type overlapping with more than one region in another cell type leading to its duplicate representation in the output file. Therefore, we select a unique representative of such regions as the one overlapping with a region in later cell types having the highest nfrDip score. BEDTools was also used to analyze genomic regions in bed format throughout the study (36), ngs.plot (37) and bwttool (38) were used to plot histone enrichment relative to the center of enhancers and promoters as aggregation plots and heat maps.

Enrichment analysis of PVP-based enhancers and promoters at ENCODE-defined genome segments

Binomial test is used to compute the P-value as it was done in a previous study (39). Specifically, the frequencies by which 9135 enhancers overlap with seven ENCODE defined genome segments are compared with the frequency of overlaps that can be expected under the null model where each enhancer is a dart thrown randomly onto the genome. If an ENCODE genome segment covers a fraction P of the human genome (3 billion bases), then, under the simple binomial model; each of the 9135 enhancers has the probability P of overlapping with a genomic locus. For 9135 enhancers, the expected number of overlapping enhancers is μ = 9135 * P, with a standard deviation:

$$\sigma = \sqrt{N \ast P \ast (1 - P)}$$

We then calculate the P-value using the normal approximation of the binomial distribution, pnorm function in R where:

$$P[X > x] = \text{pnorm}(M, \mu, \sigma, \text{lower.tail} = F)$$

Similar analysis was performed for 4946 promoters to compute the significance of overlap.

Directionality score

The directionality of H3K4me3 at 4946 promoters is measured as proposed in a previous study (17). Specifically, the directionality score, \(D = (F - R)/(F + R)\), is computed for each promoter where F and R are the normalized tag count (TPM) of H3K4me3 1kb down- and upstream of the center of the promoter region (\(D = 0\) means 50% reverse and 50% forward strand signal, while \(|D|\) close to 1 indicates an unidirectional H3K4me3 signal).

Enrichment analysis of transcription factor binding events

We downloaded ENCODE-defined ChIP-seq peaks, reflecting the binding of 52 TFs in GM12878, 56 TFs in Hela, 39 TFs in HepG2 and 99 TFs in K562. (http://hgdownload.cse.ucsc.edu/goldenPath/hg19/encodeDCC/wgEncodeSydhTfbs/) (21). The total number of TF binding events within a region corresponds with the total number of peaks representing distinct TFs overlapping the region. Only the peaks belonging to the same cell line as the regions of interest were used for analysis.

Enrichment analysis of motifs at different enhancer dynamic classes

Motif enrichment was analyzed using HOMER (40). Sequences corresponding to each cell line specific category of enhancers were compared to an equal number of randomly selected genomic fragments of the average region size, matched for GC content and auto-normalized to remove bias from lower order oligo sequences. Motif enrichment was calculated on repeat masked sequences using the cumulative binomial distribution. One hundred motifs were searched for a range of motif lengths (7–14 bp), and after filtering for redundant motifs, the top 50 motifs resulting
from each search were combined leading to a final set of 60 motifs. These were remapped and ranked according to enrichment (depletion) in the four cell lines.

Gene ontology analysis of genes proximal to different dynamic classes of enhancers

Gene ontology analysis was performed on genes proximal (<40,000 bp) to each cell line specific category of enhancers using clusterProfiler (41). Biological process terms from DAVID (42) were examined for each category of proximal genes and the top ten enriched terms (FDR < 0.01) from each cell line were reported.

RESULTS

Peak-valley-peak (PVP) patterns of histone modifications reveal active enhancers and promoters

We set out to compare H3K4me1 and H3K4me3 modifications patterns at 105 active and 81 inactive enhancers (experimentally validated) derived from HeLa cells (Figure 2A) (17). We observed an enrichment of an H3K4me1 PVP pattern at active enhancers that was absent at inactive enhancers (Figure 2A top and bottom). Similarly, comparison of promoters derived from the 500 highest and the 500 lowest expressed genes revealed an enrichment of an H3K4me3 PVP pattern at active promoters that was absent at inactive promoters (Figure 2B top and bottom). Thus, H3K4me1 and H3K4me3 PVP patterns distinctly characterize active enhancers and promoters, respectively. Visual inspection of the reads pileup in a genome browser further supports this observation as exemplified for enhancers in Figure 2C and for promoters in Supplementary Figure S5.

To systematically analyze H3K4me1/me3 PVP patterns on a genome-wide scale, we developed a computational method for their efficient prediction. We reasoned that PVP patterns predicted using H3K4me1 and H3K4me3 modification data would reflect the genomic position of active enhancers and promoters, respectively (Figure 1). Briefly, our method scans the genome for regions of H3K4me1/me3 that follow a Gaussian density distribution. Next, regions flanked by Gaussian distribution(s) within a predefined range of width are selected as NFRs. Finally, NFRs exhibiting depletion of H3K4me1 and H3K4me3 signals, relative to the flanking regions (nFR Dip score) at an FDR of <0.05, are defined as potential enhancers and promoters, respectively (see ‘Materials and Methods’ section). We note that two important assumptions are made during this study. First, enhancers are considered as entities that mediate activation of gene expression (classical definition), which may not hold true if the TF binding at an NFR (as defined by the H3K4me1 PVP pattern) acts as a repressor. Second, a region devoid of H3K4me1/me3 modification (valley in PVP pattern) is referred to as an NFR that more generally should be considered as depleted of nucleosomes and with boundaries that do not always correspond with those of an NFR.

The PVP-based approach distinctively identifies active enhancers and promoters

To assess the efficacy of our method, we analyzed H3K4me1/me3 PVP patterns in HeLa cells and predicted 9135 active enhancers (median width of 377 bp) and 4946 active promoters (median width of 163 bp). The DNase hypersensitivity signal reflecting an open chromatin state correlated well the width of NFRs defined at both enhancers (Figure 3A) and promoters (Figure 3B). Most predicted enhancers overlapped with ENCODE-defined enhancers (N = 5447; 60%; P-value < 5e-324; Fisher’s exact test) (Figure 3C and D). Similarly, the majority of predicted promoters overlapped with ENCODE-defined TSS (N = 3087; 62%; P-value < 5e-324; Fisher’s exact test) and were within 1 kb to known TSS (4017; 81%; P-value = 3.2e-116; Fisher’s exact test) (Figure 3C and D).

Active enhancers are known to produce bidirectional unstable transcripts that are rapidly degraded by exosomes (18, 43) and, in concordance, we observed a higher exosome sensitivity of divergent transcripts at predicted enhancers as compared to promoters (Figure 3E). Furthermore, 2104 out of 9135 enhancers (23%) showed signs of divergent transcription and 79% of these (1667 out of 2104) were enriched for bidirectional unstable transcripts (Figure 3F). Similarly, 3191 out of 4946 promoters (65%) showed signs of divergent transcription and 81% of these (2572 out of 3191) were enriched for bi- or unidirectional stable transcripts (Figure 3F). Most of our predictions were supported by at least two GRO-seq (7949 out of 9135 enhancers and 4682 out of 4946 promoters) or CAGE (5455 out of 9135 enhancers and 4657 out of 4946 promoters) tags. Strikingly, we also observed a significant correlation between the depth of the PVP pattern (nFR Dip score; see ‘Materials and Methods’ section) and intensity of GRO-seq (ρ = 0.45; P-value < 5e-324) and CAGE (ρ = 0.63; P-value < 5e-324) signal at our combined predictions of GRO-seq or CAGE supported enhancers and promoters (Figure 3G). Thus, besides being a reflection of the active state of enhancers and promoters, the PVP pattern also signifies their level of activity.

PVP-based predictions are enriched for regulatory activity as compared to existing methodologies

To assess the advantage conferred by the PVP-based approach, we compared our predictions of enhancers (N = 9135) and promoters (N = 4946) with signal-based and ENCODE-defined (machine learning based) enhancers and promoters (all trimmed to 1000 bp; see the ‘Materials and Methods’ section). We observed an enrichment of positive regulatory activity at our enhancer predictions, as measured by the frequencies of TF binding events (Figure 4A), distant chromatin interactions (chromatin interaction analysis by paired-end tag sequencing (ChIA-PET); Figure 4B), reduced CpG methylation (Figure 4C) and higher level of active transcription as measured by GRO-seq (Figure 4D) and CAGE (Figure 4E). Similar enrichment of activity was observed at PVP based promoters (Supplementary Figure S6). Further, we also observed significantly higher expression levels of genes in proximity to PVP-based enhancers (<40,000 bp) and promoters (<500 bp) as compared to gene expression in proximity to ENCODE defined or signal-based enhancers and promoters (P-value < 0.01; Mann–Whitney test) (Figure 4F and Supplementary Figure S6), respec-
Figure 2. Active enhancers and promoters are distinctively characterized by the H3K4me1 and H3K4me3 peak-valley-peak (PVP) pattern, respectively. (A) H3K4me1 and H3K4me3 PVP patterns at enhancers and promoters are categorized based on their activity in HeLa cells. (B) Active and inactive promoters are defined based on their expression of the proximal gene. Normalized signal intensity (Tags Per Million; TPM) is plotted by centering all elements to their mid points, flanked by 1000 bp each. The valley defined by H3K4me1 and H3K4me3 at active enhancers and promoters, respectively, reflects the open chromatin state of the regulatory elements (NFR). (C) A representative example of two enhancer regions defined based on enrichment of the H3K4me1 signal in HeLa cells. While the one on the right is active as evident from the GRO-seq and Pol2 binding signal, the one on the left is inactive since it does not possess similar signs of regulatory activity. Also evident is the distinctive presence of the H3K4me1 defined PVP pattern at active enhancers while being absent at inactive enhancers.

Benchmark of enhancer predictions to experimentally validated enhancers

We benchmarked our method against 105 active and 81 inactive enhancers which were experimentally validated in the HeLa cell line using luciferase assay (17). Notably, positive activity in luciferase assays is not a definite proof of in vivo enhancer activity for reasons including (but not limited to) failure to recapitulate chromatin structure (9). However, we...
reasoned that this dataset is useful to benchmark the performance of our approach due to the fact that it was experimentally tested in the same cell line (HeLa) and predicted using a robust indicator of activity (divergent transcription). We recovered 40 out of 105 active enhancers (dark blue; true positive), while recovering nine out of 81 inactive enhancers (dark green; false positive) (Figure 5A). Importantly, recovered active enhancers (TP) showed significantly higher activity as compared to those not recovered (FP) by our approach (P-value < 0.01; Mann–Whitney test). This observation was consistent across diverse activity criteria such as Pol2 binding, GRO-seq, P300, CAGE and histone marks (Figure 5B). Strikingly, the nine enhancers that showed no activity in luciferase assay, but were predicted by the PVP-based approach (FP), also displayed high regulatory activity (Figure 5B). Interestingly, five out of
Figure 4. Predictions based on the PVP pattern are enriched for positive regulatory activity as compared to those predicted by the ENCODE and signal-based approaches. The activity of 9135 PVP-based enhancers are compared to 9286 signal based and 20 019 ENCODE defined enhancers by measuring (A) the number of transcription factor (TF) binding events determined based on the frequency of distinct ChIP-seq peaks representing 55 TFs at each prediction, (B) percentage of distal chromatin interactions as determined by ChIA-PET, (C) percentage of CpG methylated reads, (D and E) level of divergent transcription determined based on the number of GRO-seq and CAGE tags; and, (F) expression of gene(s) proximal to enhancers (<40 000 bp).
Figure 5. Benchmarking of PVP-based enhancer predictions using experimentally validated enhancers in HeLa cells. (A) Success rate by which experimentally validated active enhancers are recovered by the PVP-based approach. Shown as pie chart is the frequency of active (blue shade) and inactive (green shade) enhancers, categorized based on their recovery by the PVP-based approach. Blue and green color shades represent a total of 105 active (blue shade) and 85 inactive (green shade) enhancers, respectively. True positive (TP; dark blue) represents the 40 active enhancers correctly recovered, false negative (FN; light blue) represents the 65 active enhancers that were not recovered, false positive (FP; dark green) represents the nine inactive enhancers recovered as active and true negative (TN; light green) represents the 72 inactive enhancers that were not recovered. (B) Regulatory activity of 105 active and 85 inactive enhancers belonging to four prediction categories (TP, FN, FP and TN) measured in terms of signals from seven experimental assays (Pol2, GRO-seq, P300, CAGE, H3K4me1, H3K27ac and H3K4me3). (C) Sensitivity and specificity of the PVP-based approach and state of the art method, DEEP (16) measured based on their prediction performance on experimentally validated active and inactive enhancers.

nine enhancers have been annotated as TSS by ENCODE, perhaps due to a higher level of H3K4me3 as compared to the levels observed at the remaining four elements that were correctly annotated as enhancers. Indeed, the negligible polyA RNA-seq signal and lack of detectable gene structures further point toward a role of these five elements as enhancers (Supplementary Figure S14). As expected, inactive enhancers not recovered by the PVP-based approach (TN) showed a minimum level of activity.

Quantitatively, our method showed a low sensitivity of 0.39, but a high specificity of 0.89. (Figure 5C). To put this into perspective, we compared the performance of our method with that of a state of the art method, DEEP (16), using the same benchmark dataset (Figure 5C). In total, DEEP recovered 78 out of 105 active enhancers while recovering 39 out of 81 inactive enhancers, thus showing a high sensitivity of 0.74 but a low specificity of 0.52 (Figure 5C). The high sensitivity of DEEP, as compared to the PVP-based approach, can invariably be attributed to the large number of putative enhancers (N = 133 914) predicted by DEEP, which is ~15-fold higher than 9135 enhancers predicted by our approach. This highlights the primary drawback of many current approaches as they predict a large number of putative enhancers without taking into account any definite activity criteria which is more important when the goal is to compare the activity of regulatory elements across different time points or physiological conditions. By predicting active regulatory elements with high specificity, we have addressed this drawback. Taken together, these results suggest that the PVP pattern-based approach identifies high-confidence active regulatory elements.

The differential ratio of H3K4me1/me3 up- and downstream to promoters reflects their directionality toward stable transcription

After establishing the depth of the PVP pattern (nfrDip) as an indicator of the activity of regulatory elements, we analyzed the additional two characteristics of the PVP pattern (asymmetry and width). We observed distinct H3K4me1/me3 profiles at 24 007 DNase hypersensitive sites (DHS) categorized based on the directionality of stable and unstable transcription (divergent transcription) in the HeLa cell line (18) (Figure 6A). Specifically, H3K4me3 modification was enriched toward the direction of stable transcription and H3K4me1 modification was enriched toward the direction of unstable transcription, although at a relatively small scale (Figure 6A). Upon plotting the two histone modifications (H3K4me1/3) and CAGE tags (stable transcription) at 4946 PVP-based promoters, we observed a similar trend where directionality of stable transcription correlated with that of H3K4me3 enrichment (Figure 6B). Further, upon using RNA-seq (polyA) read count as a measure for proximal gene expression, we also observed higher gene expression in the direction of H3K4me3 enrichment (Figure 6B). However, we did not observe a correlation between the directionality score of H3K4me3 and the proximal gene expression that is almost constant (Figure 6B).

In order to explore the potential of the H3K4me1/me3 profile for predicting the directionality of stable transcripts,
Figure 6. The distinct ratio of H3K4me3 and H3K4me1 up- and downstream to promoters is useful for the prediction of directionality of stable transcription. (A) The normalized H3K4me1 and H3K4me3 signal (TPM) at regulatory elements categorized based on the presence and direction of stable divergent transcripts (18). The signal is plotted by centering to the mid point of elements, flanked by 1000 bp each. The arrows above the plots represent the direction of stable (black) and unstable (gray) transcription. The histone profile at bi-(Stable-Stable; SS) and unidirectional (Stable-Unstable; SU and Unstable-Stable; US) stable transcribed elements was used to train a random forest classifier that was later used to predict directionality of stable transcription. (B) The normalized H3K4me1/me3 and polyA RNA-seq signal (TPM) at 4946 PVP-based promoters sorted by their directionality score (see ‘Materials and Methods’ section). The signal is plotted by centering to the mid point of promoters, flanked by 3000 bp each. Also shown is the fold change (log2) in normalized CAGE and polyA RNA-seq tag counts (TPM) between forward (pos.) and reverse (neg.) strands, along with total RNA-seq signal as a measure for proximal gene expression.

we first excluded the 10 999 DHS associated with bidirectional unstable transcription (UU in Figure 6A; mostly enhancers) and subsequently analyzed the remaining 13 008 DHS associated with stable transcription from at least one end (SS, SU, US in Figure 6A; mostly promoters). We used the normalized signal (tags per million; TPM) of two histone marks (H3K4me1 and H3K4me3) at 2682 SS (stable-stable), 4838 SU (stable-unstable) and 5488 US (unstable-stable) DHS binned into four 250 bp windows (two up- and two downstream to the mid-point) to train a random forest classifier. On classifying our 4946 PVP-based promoter predictions in HeLa cells, we observed 389, 2255 and 2302 promoters exhibiting SS, SU and US divergent transcription, respectively. As expected, we observed a higher enrichment of unstable transcripts upon exosome (hRRP40) KO at SU and US promoters, more specifically toward the direction of unstable transcription than toward the direction of stable transcription (Supplementary Figure S17). This suggests that reasonably accurate predictions of the directionality of stable transcription can be made using the H3K4me1/me3 modification signal profiles at promoters.

H3K4me1/me3 modifications are deposited in spatially distinct patterns at nucleosomes flanking regulatory elements

We next asked whether the PVP patterns at enhancers and promoters have different width. We observed that H3K4me1 PVP patterns at enhancers are significantly
broader than H3K4me3 PVP patterns at promoters (median ∼400 versus ∼150 bp, P-value < 0.01; Mann–Whitney test) across four human cell lines analyzed (GM12878, HeLa, HepG2, K562) (Supplementary Figure S18). To examine this difference in relation to the positioning of nucleosomes, we overlaid nucleosome positioning (MNase-seq) and the H2A.Z variant signals with H3K4me1 and H3K4me3 signals (all scaled between 0 and 1) at predicted enhancers and promoters in the GM12878 (Figure 7A) and K562 (Figure 7B) cell lines. We analyzed these two cell lines due to the availability of MNase-seq data.

First, at both enhancers and promoters, nucleosomes flanking the NFR are positioned at around the same distance (red lines) which is in agreement with a recent study (20) and suggests that the widths of NFRs at both enhancers and promoters is similar. Second, the highest enrichments (peak point) for H2A.Z and H3K4me3 modifications are consistently observed at the nucleosomes relatively close to the center of the NFR as compared with the nucleosomes enriched for H3K4me1 modification at both enhancers and promoters (Figure 7A and B). This may point toward a mechanistic correspondence in the pattern by which the H2A.Z variant and the H3K4me3 mark are deposited at nucleosomes which appears to be different from the pattern by which the H3K4me1 mark is deposited at the flanking nucleosomes. Further, similar to the H3K4me3 modification, we observed a significantly higher enrichment of H2A.Z modification at promoters as compared with enhancers (P-value < 0.01; Mann–Whitney test). This suggests that, similar to the H3K4me3 mark (20), the presence of the H2A.Z variant could also reflect Pol2 driven divergent transcription at regulatory elements which is much higher at promoters as compared with enhancers.

Activity dynamics of regulatory elements across four ENCODE cell lines and four hematopoietic stem/progenitor cells

We next asked whether PVP patterns could be used to study spatiotemporal dynamics in the activity of regulatory elements, and therefore analyzed H3K4me1 PVP patterns in four human ENCODE cell lines (GM12878, HeLa, HepG2 and K562) to predict enhancers. Due to the distinct phenotypes of these four cell lines, the majority of the enhancers (28,940 out of 30,969; 93%) were specific to a single cell line (44) (Figure 8 and Supplementary Table S1). We observed a strong correlation between the cell line specificity and activity of enhancers as measured in terms of the H3K27ac PVP pattern, Pol2-binding and proximal gene expression (Figure 8). Interestingly, cell line specific enhancers were also enriched for motifs that are known to play important roles in defining the identities of these four cell lines (Supplementary Figure S19A). Examples are HNF4A and POU2F2 motifs, critical in hepatocytes and immune cells, that were enriched in HepG2 and GM12878 cell lines, respectively (45,46). Similar specificity in disease ontology was also observed for genes proximal to cell line specific enhancers such as leukemia in GM12878, reproductive organ cancer in HeLa and lipid storage disease in HepG2 (Supplementary Figure S19B). Unlike enhancers, promoters are less cell line specific (11,098 out of 16,954; 66%) (Supplementary Figure S20), and we observed 900 promoter regions that were active in all four cell lines. These promoters were significantly enriched (369 out of 900; P-value = 1.4e-13; Fisher’s exact test) in proximity (<500 bp) to the TSS of housekeeping genes (N = 3919) (47).

Due to the distinct phenotype of cell lines analyzed above, we observed a clear cell line specificity in the activity of most enhancers. To explore the potential of the PVP-based approach in detecting enhancer specificity in much more closely related cells, we analyzed H3K4me1 PVP patterns using a recently published ChIP-seq dataset from four different hematopoietic stem/progenitor populations (HSC: hematopoietic stem cells, CLP: common lymphoid progenitors, GMP: granulocyte monocyte progenitor and MEP: megakaryocyte erythroid progenitor) (48). We predicted a total of 43,999 enhancers (Supplementary Table S2). Out of these, 29,975 enhancers are novel (PVP-only) and showed significantly higher activity (H3K27ac signal and proximal gene expression) as compared with the remaining 14,024 enhancers that we recovered (common), and also against 27,983 enhancers that were only predicted in the original study (48) (Lara-A et al.) for which we observed the lowest activity (Supplementary Figure S21A–C). We hypothesized that many of the more active novel enhancers were missed previously because they are also enriched for the H3K4me3 modification (Supplementary Figure S21D), a filter used in the original study to exclude promoters. Recent studies have shown that this criterion is not necessarily correct (17–19,43) because H3K4me3 is correlated with the activity of both enhancers and promoters (43). As expected, PVP-based enhancers were enriched for the H3K4me3 mark but this enrichment was lower than that observed at known TSS (Supplementary Figure S21D). We observed several enhancers whose activity is specific to each of the four cell types (HSC, CLP, GMP and MEP), and is supported by cell type specific chromatin accessibility and proximal gene expression patterns (Supplementary Figure S21E–H). Furthermore, these specificity patterns were reproducible for all the three classes of enhancers (PVP-only, common and Lara-A et al. only) (Supplementary Figures S21–23). Finally, the classification of enhancer dynamics is also supported by an enrichment of binding motifs for lineage specific TFs in their respective classes (Supplementary Figure S21I). Hence, GATA motifs are enriched in MEPs while CEBPA and PU.1 motifs are enriched in GMPs, reflecting the importance of GATA1 and CEBPA/PU.1, respectively, in these lineages. Taken together, analysis of these two datasets suggests that the PVP approach is robust in classifying distinct classes of regulatory elements based on dynamics in their activity, thus enabling effective analysis of their spatiotemporal activity.

DISCUSSION

Several studies have shown PVP histone modification patterns at regulatory elements as a manifestation of their active state (5,6,49,50). However, the different characteristic features of these patterns and their robustness in predicting active regulatory elements have never been systematically analyzed. Due to the unavailability of computational approaches to effectively capture this pattern, most standard
analyses of histone modification data are based on enrichments of their signals. As such enrichment can be observed at both active and poised (‘primed to be active’) elements, it invariably predicts a collection of both active and currently inactive regulatory elements (3,19). This may result in an over-estimation of the regulatory complexity of the cell.

In this study, we systematically analyze the PVP patterns of H3K4me1 and H3K4me3 modifications in order to detect and characterize distinct properties of active enhancers and promoters. Specifically, we show that, besides being highly efficient in distinguishing between enhancers and promoters, the depth of the valley in the PVP pattern (nfrDip) also reflects the activity of these regulatory elements. This allows for measuring the activity of regulatory elements across different spatiotemporal conditions by using only single histone marks. Indeed, we predict several enhancer elements that showed strong ENCODE cell line specificity in their activity as determined by their positive correlation with the H3K27ac signal, Pol2 binding and proximal gene expression. We observed a higher percentage of cell-line specific enhancers (~90%) as compared to that reported previously (~80%) (44). This may be due to the reason that by enriching for activity, our approach regards enhancers that are active in one cell line but poised or silent in other cell line(s) as cell line specific, which otherwise (using the signal-based approach) are considered common between cell lines (44). Most of our enhancer and promoter predictions overlap with regulatory elements identified by ENCODE and show consistently high activity. Conversely, many ENCODE predictions were not recovered by our approach, primarily due to their low activity level suggesting that they might be silent or in a poised state. Similarly, we recover some regions that are annotated as TSS by ENCODE, presumably due to a relatively high H3K4me3 signal, as enhancers. Indeed, a low {	extit{in vitro}} validation rate of ENCODE defined enhancers and enrichment of H3K4me3 as a mark for the activity of both enhancers and promoters, as opposed to it being a distinguishing feature of promoters, has also been shown in recent studies (17,19,20). Finally, we also benchmark our approach by recovering experimentally validated enhancers at a high specificity (89%). Intriguingly, we also recovered nine enhancers that showed characteristic signatures of activity but were previously annotated as inactive in HeLa cells (17). Apart from limitations of luciferase assay, extensive genomic rearrangements in HeLa cells potentially leading to loss of necessary genomic context for enhancers, can be probable reasons behind this observation (51).
Figure 8. Activity dynamics of enhancers predicted across four human cell lines. (A) Frequency of PVP-based enhancers classified based on their activity dynamics across four cell lines. Filled circles represent the cell line in which the enhancers are active. (B) Normalized H3K27ac modification signal (TPM) at enhancers centered to their mid points (flanked by 1000 bp each) across four cell lines. (C) Normalized Pol2 binding signal (TPM) at enhancers across four cell lines. (D) Normalized expression (TPM) of genes proximal (<40 000 bp) to enhancers across four cell lines.

More direct evidence of enhancer and promoter activities is the level of divergent transcription at these elements (17,20) as detected by GRO-seq and CAGE technologies. However, due to the low level of transcription and high exosome sensitivity of divergent transcripts, especially at enhancers, both these methods require relatively high levels of input material to effectively capture these elements (17,18,35). Due to the comparatively less stringent requirement of sample amounts, histone ChIP-seq is therefore the method of choice in order to capture regulatory elements for low-abundant cell types such as stem and progenitor cells. Here we have shown that this can be done with high specificity by employing the PVP approach. Furthermore, we show that H3K4me3 and H3K4me1 modifications flanking the central promoter are enriched toward the direction of stable and unstable transcription, respectively. This differential histone enrichment correlates with asymmetry in the direction of stable transcription at promoters, which in turn has been implicated with the evolution of new protein coding RNAs from unstable RNAs (43,52). However, whether differential enrichment of histone marks is a consequence or determinant of divergent transcription is yet not clear. We show that histone asymmetry can be used to predict the directionality of stable transcription at promoters. Further studies of the H3K4me1/me3 PVP pattern can lead to a higher accuracy in the predictions. Intriguingly,
H3K4me1 and H3K4me3 modifications are deposited in a spatially distinct pattern with respect to the center of the PVP pattern (NFR). We confirm this distinct pattern in two ENCODE cell lines (GM12878 and K562) using nucleosome positioning and H2A.Z variant data, suggesting that H3K4me3 and H2A.Z modifications are enriched at nucleosomes positioned relatively closer to the center of the NFR than the ones enriched for H3K4me1 modification. One possible explanation for this distinct spatial arrangement has been suggested recently in the form of a unique role of H3K4me1 in establishing boundaries at promoters, thus restricting the recruitment of chromatin-modifying enzymes to a defined region (53). In view of our observations, this role of H3K4me1 is also plausible at enhancers.

Based solely on modifications of a single histone tail residue, we anticipate that our approach will be of general interest for the prediction of active regulatory elements in tissue samples where limited ChIP-seq data is available. Also, due to its simple formulation, the proposed method is applicable to virtually any ChIP-based assay where it has the potential to greatly increase the specificity of the predicted CREs.
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