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ABSTRACT: The nuclear modification factor, \(R_{AA}\), of the prompt charmed mesons \(D^0\), \(D^+\) and \(D^{*+}\), and their antiparticles, was measured with the ALICE detector in Pb-Pb collisions at a centre-of-mass energy \(\sqrt{s_{NN}} = 2.76\) TeV in two transverse momentum intervals, \(5 < p_T < 8\) GeV/c and \(8 < p_T < 16\) GeV/c, and in six collision centrality classes. The \(R_{AA}\) shows a maximum suppression of a factor of 5–6 in the 10% most central collisions. The suppression and its centrality dependence are compatible within uncertainties with those of charged pions. A comparison with the \(R_{AA}\) of non-prompt \(J/\psi\) from B meson decays, measured by the CMS Collaboration, hints at a larger suppression of D mesons in the most central collisions.
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1 Introduction

When heavy nuclei collide at high energy, a state of strongly-interacting matter with high energy density is expected to form. According to Quantum Chromodynamics (QCD) calculations on the lattice, this state of matter, the so-called Quark-Gluon Plasma (QGP) is characterised by the deconfinement of the colour charge (see e.g. [1–4]). High-momentum partons, produced at the early stage of the nuclear collision, lose energy as they interact with the QGP constituents. This energy loss is expected to proceed via both inelastic (gluon radiation) [5, 6] and elastic (collisional) processes [7–9].

The nuclear modification factor $R_{AA}$ is used to characterise parton energy loss by comparing particle production yields in nucleus-nucleus collisions to a scaled proton-proton (pp) reference, that corresponds to a superposition of independent nucleon-nucleon collisions. $R_{AA}$ is defined as

$$R_{AA} = \frac{1}{\langle T_{AA} \rangle} \cdot \frac{dN_{AA}/dp_T}{d\sigma_{pp}/dp_T},$$

where $d\sigma_{pp}/dp_T$ and $dN_{AA}/dp_T$ are the transverse momentum ($p_T$) differential cross section and yield in proton-proton and nucleus-nucleus (AA) collisions, respectively. $\langle T_{AA} \rangle$ is the average nuclear overlap function, estimated within the Glauber model of the nucleus-nucleus collision geometry, and proportional to the average number of nucleon-nucleon (binary) collisions [10, 11]. Energy loss shifts the momentum of quarks and gluons, and thus hadrons, towards lower values, leading to a suppression of hadron yields with respect to binary scaling at $p_T$ larger than few GeV/c ($R_{AA} < 1$).

Energy loss is expected to be smaller for quarks than for gluons because the colour charge factor of quarks is smaller than that of gluons [5, 6]. In the energy regime of the Large Hadron Collider (LHC), light-flavour hadrons with $p_T$ ranging from 5 to 20 GeV/c originate predominantly from gluon fragmentation (see e.g. [12]). At variance, charmed mesons provide an experimental tag for a quark parent. Because of their large mass $m_{c,b}$
(\(m_c \approx 1.3 \text{ GeV}/c^2, m_b \approx 4.5 \text{ GeV}/c^2\) [13]), heavy quarks are produced at the initial stage of heavy-ion collisions in hard scattering processes that are characterised by a timescale \(\Delta t < 1/(2m_{c(b)}) \sim 0.1 \text{ (0.01)} \text{ fm}/c\) for \(c\) (\(b\)) quarks. This time is shorter than the formation time of the QGP medium (a recent estimate for the LHC energy is about 0.3 \(\text{ fm}/c\) [14]). As discussed in ref. [15], this should be the case also for charm and beauty quarks produced in gluon splitting processes, if their transverse momentum is lower than about 50 \(\text{ GeV}/c\).

Therefore, the comparison of the heavy-flavour hadron \(R_{AA}\) with that of pions allows the colour-charge dependence of parton energy loss to be tested. The softer fragmentation of gluons than that of charm quarks, and the observed increase of the charged hadron \(R_{AA}\) towards high \(p_T\) [16], tend to counterbalance the effect of the larger energy loss of gluons on the \(R_{AA}\). The model predictions range from a rather moderate effect \(R_{AA}^\pi < R_{AA}^D\) [17–20] to an overall compensation \(R_{AA}^\pi \approx R_{AA}^B\) (as recently shown in [12]) in the \(p_T\) interval from 5 to about 15 \(\text{ GeV}/c\).

Several mass-dependent effects are expected to influence the energy loss for quarks (see [15] for a recent review). The dead-cone effect should reduce small-angle gluon radiation for quarks that have moderate energy-over-mass values, i.e. for \(c\) and \(b\) quarks with momenta up to about 10 and 30 \(\text{ GeV}/c\), respectively [18, 21–24]. Likewise, collisional energy loss is expected to be reduced for heavier quarks, because the spatial diffusion coefficient that regulates the momentum exchange with the medium is expected to scale as the inverse of the quark mass [25]. In the \(p_T\) interval up to about 20 \(\text{ GeV}/c\), where the masses of heavy quarks are not negligible with respect to their momenta, essentially all models predict \(R_{AA}^D < R_{AA}^B\) [17–20, 26–35], which stems directly from the mass dependence of the quark-medium interaction and is only moderately affected by the different production and fragmentation kinematics of \(c\) and \(b\) quarks (see e.g. [36]).

A first comparison of light-flavour, charm and beauty hadron nuclear modification factors based on measurements by the ALICE and CMS Collaborations [16, 37, 38] from the 2010 LHC Pb-Pb data at a centre-of-mass energy \(\sqrt{s_{NN}} = 2.76 \text{ TeV}\) was presented in [37]. In this paper we present the centrality dependence of the D meson \(R_{AA}\) in Pb-Pb collisions at the same energy, measured with the ALICE detector [39] using data from both 2010 and 2011 periods (integrated luminosities of about 2.2 and 21 \(\mu\text{b}^{-1}\), respectively). The focus here is on the study of the parton energy loss; therefore, the data are presented for the high-\(p_T\) interval 5–16 \(\text{ GeV}/c\), where the largest suppression relative to binary scaling was observed [37]. The results are compared with charged pions, measured by the ALICE Collaboration [40], with non-prompt \(J/\psi\) mesons, measured by the CMS Collaboration [38], and with model predictions.

## 2 Experimental apparatus and data sample

The Pb-Pb collisions were recorded using a minimum-bias interaction trigger, based on the information of the signal coincidence of the V0 scintillator detectors that cover the full azimuth in the pseudo-rapidity intervals \(-3.7 < \eta < -1.7\) and \(2.8 < \eta < 5.1\) [41]. The measurement of the summed signal amplitudes from the V0 detectors was used to sort the events in classes of collision centrality, defined in terms of percentiles of the Pb-Pb
hadronic cross section [42]. The trigger efficiency is 100% for the events considered in this analysis, which correspond to the most central 80% of the Pb-Pb hadronic cross section. An online selection based on the information of the V0 detectors was applied to increase the statistics of central collisions for the 2011 data sample. An offline selection using the V0 and the neutron Zero-Degree Calorimeters (ZDC) was applied to remove background from interactions of the beams with residual atoms in the vacuum tube. Events with a reconstructed primary vertex outside the interval ±10 cm from the interaction point along the beam direction (z coordinate) were removed. The event sample used in the analysis corresponds to an integrated luminosity \( L_{\text{int}} = (21.3 \pm 0.7) \mu\text{b}^{-1} \) in the 0–10% centrality class (16.4 \( \times \) 10^6 events) and (5.8 \( \pm \) 0.2) \( \mu\text{b}^{-1} \) in each of the 10–20%, 20–30%, 30–40%, 40–50% classes (4.5 \( \times \) 10^6 events per class). In the 50–80% class, where 2010 data were used, the analyzed event sample corresponds to (2.2 \( \pm \) 0.1) \( \mu\text{b}^{-1} \) (5.1 \( \times \) 10^6 events).

The decays \( D^0 \rightarrow K^-\pi^+ \), \( D^+ \rightarrow K^-\pi^+\pi^+ \) and \( D^{*+} \rightarrow D^0\pi^+ \), and their charge conjugates, were reconstructed as described in [37] using the central barrel detectors, which are located in a solenoid that generates a 0.5 T magnetic field parallel to the beam direction. Charged particle tracks were reconstructed with the Time Projection Chamber (TPC) [43] and the Inner Tracking System (ITS), which consists of six cylindrical layers of silicon detectors [44]. Both detectors provide full azimuthal coverage in the interval \(|\eta| < 0.9\). \( D^0 \) and \( D^+ \) candidates were formed from pairs and triplets of tracks with \(|\eta| < 0.8\), \( p_T > 0.4 \text{ GeV}/c\), at least 70 associated space points in the TPC, and at least two hits in the ITS, out of which one had to be in either of the two innermost layers. \( D^{*+} \) candidates were formed by combining \( D^0 \) candidates with tracks with \(|\eta| < 0.8\), \( p_T > 0.1 \text{ GeV}/c\), and at least three associated hits in the ITS for the 10% most central collisions (two in the other centrality classes). The decay tracks of the candidate D mesons were identified on the basis of their specific ionization energy deposition \( dE/dx \) in the TPC and of their time-of-flight (TOF) detector, which has the same \( \eta \) acceptance as the TPC. Particles were identified as pions (kaons) by requiring the measured signal to be within three times the resolution (±3σ) around the expected mean values of \( dE/dx \) and time-of-flight for pions (kaons). Only D meson candidates with rapidity \(|y| < 0.8\) were considered, because the acceptance decreases rapidly outside this interval.

3 Data analysis

The selection of the D meson decay topology is mainly based on the displacement of the decay tracks from the primary vertex, and on the pointing of the reconstructed D meson momentum to the primary vertex [37]. The raw yields were determined in each centrality and \( p_T \) interval using fits to the distributions of invariant mass \( M(K^-\pi^+) \) and \( M(K^-\pi^+\pi^+) \), in the case of \( D^0 \) and \( D^+ \) mesons, and of the difference \( M(K^-\pi^+\pi^+) - M(K^-\pi^+) \) for \( D^{*+} \) mesons. The fit function is the sum of a Gaussian, for the signal, and either an exponential function (\( D^0 \) and \( D^+ \)) or a power-law multiplied with an exponential function (\( D^{*+} \)) to describe the background distribution [37].

For \( D^0 \) mesons, an additional term was included in the fit function to account for the so-called ‘reflections’, i.e. signal candidates that are present in the invariant mass distribution.
also when the \((K, \pi)\) mass hypothesis for the decay tracks is swapped. A large fraction (about 70%) of these reflections is rejected by the particle identification selection. The residual contribution was studied with Monte Carlo simulations (described later in this section). It was found that the reflections have a broad invariant mass distribution, which is well described by a sum of two Gaussians, and its integral amounts to about 30% of the yield of the signal in the \(p_T\) interval used in the analysis presented in this article. In order to account for the contribution of reflections in the data, a template consisting of two Gaussians was included in the fit. The centroids and widths, as well as the ratios of the integrals of these Gaussians to the signal integral, were fixed to the values obtained in the simulation (see \cite{45} for more details).

In the most central centrality class (0–10%), the statistical significance of the invariant mass signal peaks varies from 8 to 18 depending on the D meson species and \(p_T\), while the signal-over-background ratio ranges from 0.1 to 0.4. In the most peripheral centrality class (50–80%), the statistical significance varies from 4 to 11, while the signal-over-background ranges from 0.4 to 1.5. In figure 1 the invariant mass distributions of the three meson species are shown in the 0–10% centrality class and in the transverse momentum intervals \(5 < p_T < 8\) GeV/c and \(8 < p_T < 16\) GeV/c.

The correction for acceptance and efficiency was determined using Monte Carlo simulations. Pb-Pb events were simulated using the HIJING generator \cite{46} and D meson signals were added with the PYTHIA 6 generator \cite{47}. The \(p_T\) distribution of the D mesons was weighted in order to match the shape measured for D\(^0\) mesons in central Pb-Pb collisions \cite{37}. A detailed description of the detector response, based on the GEANT3 transport package \cite{48}, was included. The contribution of feed-down from B \(\rightarrow D^+X\) to the inclusive D meson raw yield depends on \(p_T\) and on the geometrical selection criteria, because the secondary vertices of D mesons from B-hadron decays are typically more displaced from

<table>
<thead>
<tr>
<th>Pb-Pb yields:</th>
<th>5 &lt; (p_T) &lt; 8 GeV/c</th>
<th>8 &lt; (p_T) &lt; 16 GeV/c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yield Extraction</td>
<td>6 8 6 7 8 7</td>
<td>10 15 15 10 15 15</td>
</tr>
<tr>
<td>Tracking efficiency</td>
<td>5 5 5 5 5 5</td>
<td>5 5 5 5 5 5</td>
</tr>
<tr>
<td>PID identification</td>
<td>5 5 5 5 5 5</td>
<td>5 5 5 5 5 5</td>
</tr>
<tr>
<td>Cut efficiency</td>
<td>5 10 5 5 10 5</td>
<td>5 10 5 5 10 5</td>
</tr>
<tr>
<td>(D^0) (p_T) distribution in sim.</td>
<td>2 2 2 2 2 2</td>
<td>2 2 2 2 2 2</td>
</tr>
<tr>
<td>Feed-down subtraction</td>
<td>+12 +10 +6 +12 +10 +10 +6 +10 +7</td>
<td>+12 +10 +6 +12 +10 +10 +6 +10 +7</td>
</tr>
<tr>
<td>(\langle T_{AA} \rangle) \cite{42}</td>
<td>4 4 4 4 4 4</td>
<td>4 4 4 4 4 4</td>
</tr>
<tr>
<td>(pp) reference</td>
<td>16 20 17 16 19 17</td>
<td>16 20 17 16 19 17</td>
</tr>
<tr>
<td>Reference scaling in (\sqrt{s})</td>
<td>(+6) (-12)</td>
<td>(+5) (-6)</td>
</tr>
<tr>
<td>Centrality limits</td>
<td>(&lt;0.1)</td>
<td>(&lt;0.1)</td>
</tr>
</tbody>
</table>

Table 1. Systematic uncertainties (%) on \(R_{AA}\) of prompt D mesons with 5 < \(p_T\) < 8 GeV/c and 8 < \(p_T\) < 16 GeV/c in the 0–10% centrality class.
Figure 1. Distributions of the Kπ invariant mass for D^0 candidates (upper panels) and Kππ invariant mass for D^+ candidates (central panels) and of the invariant mass difference M(Kπ) − M(Kπ) for D^{++} candidates (lower panels) and the corresponding charge conjugates in two pr intervals (left and right panels) for 16.4 × 10^6 Pb-Pb collisions in the 0–10% centrality class. The curves show the fit functions described in the text. The red short-dashed line represents the background fit function. For the D^0 meson, the gray dashed line represents the background without the inclusion of the template for the contribution of reflections, i.e. signal candidates with swapped (K, π) mass hypothesis. The template is defined as the sum of two Gaussians with parameters fixed to the values obtained in simulation.

the primary vertex than those of prompt D mesons. This contribution was subtracted using the beauty-hadron production cross section in pp collisions from FONLL calculations [49], convoluted with the decay kinematics as implemented in the EvtGen decay package [50] and multiplied by the efficiency for feed-down D mesons from the simulation, the average nuclear overlap function (T_{AA}) in each centrality class, and an assumed value for R_{AA} of feed-down D-mesons [37]. On the basis of the comparison shown in this paper, this assumption was taken as R_{AA, feed-down D} = 2R_{AA, prompt D} and a systematic uncertainty was estimated by varying it in the interval 1 < R_{AA, feed-down D} / R_{AA, prompt D} < 3. The feed-down contribution is about 20–25%, depending on the D meson species and on the pr interval.
The $p_T$-differential cross section of prompt D mesons with $|y| < 0.5$ in pp collisions at $\sqrt{s} = 2.76$ TeV, used as reference for $R_{AA}$, was obtained by scaling the measurement at $\sqrt{s} = 7$ TeV [51]. The $p_T$-dependent scaling factor and its uncertainty were determined with FONLL calculations [52]. The result of the scaling was validated by comparison with the measurement obtained from a smaller sample of pp collisions at $\sqrt{s} = 2.76$ TeV [53]. This measurement covers a reduced $p_T$ interval $1$–$12$ GeV/c with a statistical uncertainty of $20$–$25$ % and was, therefore, not used as a pp reference in the present analysis. The yields in Pb–Pb collisions were normalized to the same rapidity interval as the reference ($|y| < 0.5$) by dividing them by $\Delta y = 1.6$.

The systematic uncertainties were estimated as a function of $p_T$ and centrality using the procedure described in [37, 45] and briefly outlined in the following. The sources of systematic uncertainty on the nuclear modification factor are listed in table 1, along with their values for the two $p_T$ intervals in the most central collisions (0–10%). The uncertainties are approximately independent of centrality.

The systematic uncertainty on the yield extraction was estimated by varying the fit conditions (fit interval and functional form used to describe the background) or by considering, as an alternative method, the bin counting of the invariant mass distribution obtained after subtracting the background estimated from a fit in the side-bands of the signal peak. The uncertainty amounts to about 6–8%. This includes in the case of the $D^0$ a contribution of about 5% obtained by varying the ratio of the integral of the reflections to the integral of the signal by ± 50%.

The systematic uncertainty on the tracking efficiency correction was evaluated by varying the track selection criteria and amounts to 5% per track, thus 10% for the $D^0$ (two-track final state) and 15% for the $D^+$ and $D^{++}$ mesons (three-track final states). The correction for the particle identification (PID) efficiency introduces a systematic uncertainty of 5%, which was estimated by repeating the analysis without this selection and comparing the corrected yields. A systematic uncertainty of 5–10% associated with the selection efficiency correction was estimated by varying the D meson selection cuts. The D meson $p_T$ distribution used in the simulation to calculate the acceptance and efficiency was varied between the measured distribution and the prediction of a theoretical calculation including parton energy loss [32, 54, 55]. The resulting variation of 2% of the efficiencies was assigned as a systematic uncertainty.

The systematic uncertainty on the correction for feed-down from B-hadron decays was estimated, as described in [45], by varying the parameters of the FONLL calculation and the hypothesis on the $R_{AA}$ of the feed-down D mesons in the range $1 < R_{AA, \text{feed-down D}} / R_{AA, \text{prompt D}} < 3$. This variation yields the main contribution to the uncertainty, which amounts to 6–13%, depending on the D meson species and $p_T$ interval.

The contribution to the systematic uncertainty due to the 1.1% relative uncertainty on the fraction of hadronic cross section used in the Glauber fit to determine the centrality classes was obtained as in [37] and estimated to be < 0.1% in the central centrality class (0–10%) and 3% in the most peripheral centrality class (50–80%).

The systematic uncertainties on the denominator of the nuclear modification factor include the uncertainty on $\langle T_{AA} \rangle$, which ranges from 4% in the 0–10% centrality class to
7.5% in the 50–80% centrality class [42], and the uncertainty on the pp reference. The latter has a contribution of about 16–20% from the pp measurement at \( \sqrt{s} = 7 \) TeV and a contribution of \( \pm 12\% \) from the energy scaling down to \( \sqrt{s} = 2.76 \) TeV.

4 Results and discussion

Figure 2 shows the \( R_{AA} \) as a function of centrality for \( D^0 \), \( D^+ \) and \( D^{++} \) in the intervals \( 5 < p_T < 8 \) GeV/c (left) and \( 8 < p_T < 16 \) GeV/c (right). Centrality is quantified in terms of the average number of nucleons participating in the collision in each multiplicity class, \( \langle N_{\text{part}} \rangle \), evaluated with a Monte Carlo Glauber calculation [42]. The bars represent the statistical uncertainties. The filled and empty boxes represent the quadratic sum of the systematic uncertainties that are, respectively, correlated between centrality intervals (pp reference, B-hadron cross section used for feed-down correction, particle identification, track reconstruction efficiency, \( \langle T_{AA} \rangle \)) and uncorrelated (yield extraction, selection efficiency corrections, value of feed-down D meson \( R_{AA} \)). The latter category also includes the systematic uncertainties that are partially correlated between adjacent centrality classes. The measurements for the three D meson species share part of the systematic uncertainties and are consistent within statistical uncertainties. The suppression increases with centrality and reaches a factor of 5–6 in the most central collisions for both \( p_T \) intervals.

A weighted average of the \( R_{AA} \) of the three D meson species was computed using the inverse of the relative statistical uncertainties as weights. The systematic uncertainties of the weighted average were calculated considering the contributions from the tracking efficiency, the feed-down correction, and the reference energy scaling factor from 7 to 2.76 TeV as fully correlated among the three D meson species.

Figure 3 shows the average of the \( D^0 \), \( D^+ \) and \( D^{++} \) nuclear modification factors as a function of centrality, for the intervals \( 5 < p_T < 8 \) GeV/c (left) and \( 8 < p_T < 16 \) GeV/c (right), compared with the \( R_{AA} \) of charged pions with \( |y| < 0.8 \) for the same \( p_T \) intervals\(^1\), and of non-prompt \( J/\psi \) mesons measured by the CMS Collaboration for \( 6.5 < p_T < 30 \) GeV/c in \( |y| < 2.4 \) [38]. Care has to be taken when comparing with the non-central CMS data point as it is plotted at the \( N_{\text{part}} \) mean value of the broad 20–100% centrality interval.

The \( p_T \) interval 8–16 GeV/c for D mesons was chosen in order to obtain a significant overlap with the \( p_T \) distribution of B mesons decaying to \( J/\psi \) particles with \( 6.5 < p_T < 30 \) GeV/c. Using a simulation based on the FONLL calculation [49] and the EvtGen particle decay package [50], it was estimated that about 70% of these parent B mesons have \( 8 < p_T < 16 \) GeV/c, with a median of the \( p_T \) distribution of about 11.3 GeV/c. A median value of (9.5 ± 0.5) GeV/c was estimated for D mesons with \( 8 < p_T < 16 \) GeV/c in the 0–10% centrality class. The estimate was based on the \( p_T \) distribution of \( D^0 \) mesons in \( p_T \) intervals with a width of 1 GeV/c. The effect of the different width of the rapidity interval for D and non-prompt \( J/\psi \) mesons (\( |y| < 0.5 \) and \( |y| < 2.4 \), respectively) is expected to be mild because the intervals are partially overlapping and a preliminary measurement by the CMS Collaboration does not indicate a significant \( y \) dependence of the \( R_{AA} \) of non-prompt \( J/\psi \) mesons in \( |y| < 2.4 \) [56].

\(^1\)The charged pion results were obtained with the analysis method described in [40].
Figure 2. $R_{AA}$ as a function of centrality ($\langle N_{\text{part}} \rangle$, see text) of $D^0$, $D^+$ and $D^{**}$ in $5 < p_T < 8 \text{ GeV}/c$ (left) and $8 < p_T < 16 \text{ GeV}/c$ (right). The bars represent the statistical uncertainty while the filled (empty) boxes represent the systematic uncertainties that are correlated (uncorrelated) among centrality intervals. The symbols for $D^{**}$ and $D^+$ are shifted by $\sqrt{\text{N}_{\text{part}}} = 10$ for better visibility.

The nuclear modification factors of charged pions and D mesons are compatible within uncertainties in all centrality classes and in the two $p_T$ intervals. The value of the D meson $R_{AA}$ in the centrality classes 0–10% and 10–20% for $8 < p_T < 16 \text{ GeV}/c$ is lower than that of non-prompt $J/\psi$ mesons in the centrality class 0–20%. However, the difference between the $R_{AA}$ values is not larger than $3 \sigma$, considering the statistical and systematic uncertainties. A preliminary higher-statistics measurement by the CMS Collaboration of non-prompt $J/\psi$ production in the same $p_T$ interval ($6.5–30 \text{ GeV}/c$) and in a narrower rapidity interval ($|y| < 1.2$) is also available [56]. Considering this measurement, the average difference of the $R_{AA}$ values of D mesons and non-prompt $J/\psi$ in the 0–10% and 10–20% centrality classes is larger than zero with a significance of $3.5 \sigma$, obtained including the systematic uncertainties, and taking into account their correlation between the two centrality classes.

The nuclear modification factors of D mesons (average of $D^0$, $D^+$ and $D^{**}$) and charged pions in the interval $8 < p_T < 16 \text{ GeV}/c$ and that of non-prompt $J/\psi$ mesons in $6.5 < p_T < 30 \text{ GeV}/c$ were compared with theoretical calculations. Figure 4 shows the comparison with the calculation by Djordjevic et al. [57]. This model implements energy loss for gluons, light and heavy quarks, including both radiative (DGLV formalism [23]) and collisional processes and considers dynamical scattering centres in the medium. The heavy-quark production $p_T$-differential cross sections are obtained from FONLL calculations [49] and hadronization assumes fragmentation outside the medium. In the left-hand panel, the calculation closely describes the similarity of the D meson and charged pion $R_{AA}$ over the entire centrality range. As mentioned in the introduction, in this calculation the colour-charge dependence of energy loss introduces a sizeable difference in the suppression of the
gluon and c quark production. However, the softer fragmentation and $p_T$ spectrum of gluons with respect to those of c quarks, together with the increase of the parton-level $R_{AA}$ with increasing $p_T$, lead to a compensation effect that results in a very similar $R_{AA}$ for D mesons and pions [12]. As shown in the right-hand panel of the figure, this calculation results in a larger suppression of D mesons with respect to non-prompt $J/\psi$ mesons in $8 < p_T < 30$ GeV/c measured by the CMS Collaboration [38]. The vertical bars represent the statistical uncertainties. The D meson systematic uncertainties are displayed as in the previous figures. The total systematic uncertainties of charged pions are shown by boxes. The centrality-dependent systematic uncertainties are shown by boxes on the individual data points.

In figure 5 the D meson and non-prompt $J/\psi$ data are compared with two theoretical models that implement heavy-quark interactions in an expanding hydrodynamical medium. The MC@sHQ+EPOS2 model [58], shown in the left-hand panel, includes radiative and collisional energy loss. The hydrodynamical evolution of the medium is simulated using the EPOS2 model [59, 60]. Heavy-quark transport in the medium is based on the Boltzmann equation, with collisional processes and radiative corrections. The TAMU elastic model [29], shown in the right-hand panel, includes collisional (elastic) processes only. In this model, the heavy-quark transport coefficient is calculated within a non-perturbative $T$-matrix approach, where the interactions proceed via resonance formation that transfers...
Figure 4. Comparison of the $R_{AA}$ measurements with the calculations by Djordjevic et al.\cite{57} including radiative and collisional energy loss. Lines of the same style enclose a band representing the theoretical uncertainty. Left: D mesons and charged pions in $8 < p_T < 16$ GeV/$c$. Right: D mesons in $8 < p_T < 16$ GeV/$c$ and non-prompt $J/\psi$ mesons in $6.5 < p_T < 30$ GeV/$c$\cite{38}. For the latter, the model results for the case in which the b quark interactions are calculated using the c quark mass are shown as well\cite{15}.

Figure 5. Comparison of the $R_{AA}$ measurements for D mesons ($8 < p_T < 16$ GeV/$c$) and non-prompt $J/\psi$ mesons ($6.5 < p_T < 30$ GeV/$c$)\cite{38} with the MC@SHQ+EPOS2 model\cite{58} including radiative and collisional interactions (left) and with the TAMU elastic model\cite{29} including collisional interactions via in-medium resonance formation. For both models, results for the case in which the b quark interactions are calculated using the c quark mass are shown as well\cite{15}. In the right-hand panel, the band between lines with the same style represents the theoretical uncertainty.
momentum from the heavy quarks to the medium constituents. The model includes hydro-
dynamic medium evolution, constrained by light-flavour hadron production data. Elastic
diffusion of heavy-flavour hadrons in the hadronic phase is included as well. In both mod-
els, similarly to that of Djordjevic et al., the heavy-quark production cross sections are
obtained from the FONLL calculation [49]. Both models implement a contribution of
quark recombination in the hadronization of heavy quarks, in addition to fragmentation
outside the medium. The dotted lines correspond to the test case in which the b quark mass
is decreased to the c quark mass value in the calculation of the in-medium interactions [15].

The MC@shQ+EPOS2 model qualitatively describes the two measurements in these
$p_T$ intervals. In this model a large difference in the suppression of D mesons and non-
prompt $J/\psi$ is caused by the mass dependence of energy loss as in Djordjevic et al. model.
The TAMU elastic model tends to overestimate $R_{AA}$ for both the non-prompt $J/\psi$ and the
D mesons, in particular in central collisions. At variance with the other two models, in this
case the quark mass effect accounts for only about half of the difference in the suppression
of D and non-prompt $J/\psi$ mesons. This model does not include radiative energy loss,
which is expected to have a strong mass dependence.

The nuclear modification factors of D mesons and non-prompt $J/\psi$ are also described
by a model calculation by the Duke group [61], that includes radiative and collisional energy
loss within an hydro- dynamical medium and performs the hadronization of heavy quarks
using recombination and fragmentation.

5 Summary

The centrality dependence of the nuclear modification factor of prompt D mesons in Pb-Pb
collisions at $\sqrt{s_{NN}} = 2.76$ TeV was presented in the intervals $5 < p_T < 8$ GeV/$c$ and
$8 < p_T < 16$ GeV/$c$. A suppression is observed already in the centrality class 50–80% and
it increases towards more central collisions, reaching a maximum of a factor about 5–6 in
the most central collisions.

The centrality dependence and the magnitude of the suppression are similar to those
of charged pions in the same $p_T$ intervals. The comparison of the D meson $R_{AA}$ with the
non-prompt $J/\psi$ meson $R_{AA}$ hints at a difference in the suppression of particles originating
from c and b quarks in the most central collisions.

These results are described by theoretical calculations in which in-medium parton
energy loss increases with increasing colour charge factor and decreases with increasing
quark mass. Calculations that include radiative energy loss, in addition to collisional
energy loss, provide a better quantitative description of the data.
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