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Flow in porous media is a significant challenge to many computational fluid dynamics methods because of the complex boundaries separating pore fluid and host medium. However, the rapid development of the lattice Boltzmann methods and experimental imaging techniques now allow us to efficiently and robustly simulate flows in the pore space of porous rocks. Here we study the flow and dispersion in the pore space of limestone samples using the unstructured, characteristic based off-lattice Boltzmann method. We use the method to investigate the anomalous dispersion of particles in the pore space. We further show that the complex pore network limits the effectivity by which pollutants in the pore space can be removed by continuous flushing. In the smallest pores, diffusive transport dominates over advective transport and therefore cycles of flushing and no flushing, respectively, might be a more efficient strategy for pollutant removal.
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1. Introduction

Recent numerical simulations of flow in porous media in both two and three dimensions have revealed highly non-trivial flow patterns. Particles passively advected by the flow in the pore-space, so-called Lagrangian particles, follow trajectories with periods of almost stagnation punctuated by bursts of fast fluctuating motion [1–3]. In a Berea sandstone sample, it was shown by a three dimensional simulation that this intermittent behavior was equally significant in both longitudinal (the mean flow direction) and transverse directions [3]. The chaotic Lagrangian dynamic emerges despite the fact that the inertia of the fluid is negligible in many natural and industrial settings, i.e., the flow happens at low Reynolds numbers. Nonetheless, the flow might exhibit a complicated spatio-temporal behavior owing to the high heterogeneity of the pore space. The heterogeneity in fact gives rise to anomalous (non-Fickian) transport properties similar to those typically associated to high Reynolds number flow [4]. The anomalous transport has implications for the local dispersion of particles in a porous medium. It can alter the reaction rates of transported reactants or accelerate the small scale dispersion of pollutants.

In addition to the strong intermittent behavior, it has been found in both two and three dimensional simulations that the velocity autocorrelation, as a function of space, is short ranged while as a function of time the longitudinal velocity exhibits long time correlations. In the three dimensions, it was found [3] that the transverse velocity autocorrelation decays faster, though the
absolute value is strongly correlated in time, a feature also observed in turbulent flows [5]. These remarkable properties have led to the suggestion that the Lagrangian particle velocities is given by a Markov process in space (at equidistant positions along the Lagrangian trajectories) and not in time [6, 7]. In a Markov process the particle motion can be seen as a correlated continuous time random walk (CTRW). Using a correlated CTRW, several signatures of anomalous transport behavior were accurately reproduced such as the long tails of the first passage time distribution [6], the non-linear scaling of the second centered moment of the particles longitudinal and transverse displacements [3, 6, 8], the probability distribution function of the Lagrangian velocity increments for different time lags among others [1].

Interesting results were also obtained in the study of scalar mixing in two dimensional porous media with different structural disorder [9]. Numerical simulations showed that the scalar concentration forms, at advanced time, a fractal-like structure composed of stripes of high concentration and with high lacunarity. The probability distribution function of the pair separation of advecting particles was fitted to a log-normal distribution and the averaged squared separation was found to grow with time as a power law whose exponent depends on the geometry. For weak and strong heterogeneities of the porous sample the exponents were found to be 1.8 and 2.8, respectively. Remarkably, we can see that the second exponent is very close to the Richardson dispersion law, characteristic of the separation of particles whose distance lie in the inertial range interval in turbulent flows. The authors proposed a stochastic model based on ad hoc arguments to describe the behavior of the pair separation of advecting particles $l(t)$, which reflects the multiplicative nature of the stretching processes and accounts for the observed short range temporal correlations of the Lagrangian stretching rates.

Here we formulate a version of the lattice Boltzmann method on unstructured grids to efficiently simulate flow in complex pore geometries. We use the method to test the Lagrangian dynamics of flows in the pore space of limestone samples computed by x-ray tomography. In order to construct the tetrahedral meshes, the initial digital 3D images were obtained by x-ray nanotomography from an outcrop of bryozoan chalk in Rødvig, Denmark. The digital 3D images were obtained by x-ray nanotomography at beamline ID22 at the European Synchrotron Radiation Facility, France. The reconstructed volume of Sample A had a voxel size of 25 nm and an optical resolution about 150 nm. Details about the data collection and reconstruction can be found in Müter et al. [12]. The reconstructed images were corrected for ring artifacts [13] before segmentation by a dual filtering and Otsu thresholding procedure [14]. For the LBM calculations we used a subvolume of $100^3$ voxels, which gives a side length of 2.5 microns. Sample B was reconstructed and segmented in the same way as Sample A. The only difference is that it was reconstructed with a voxel size of 50 nm leading to an optical resolution of about 300 nm. The LBM calculations were performed on a subvolume of $400^3$ voxels (side length of 20 microns). In Sample A, the diameter of the pore throats corresponds to at least 6 voxel sizes, while the typical pore diameter is 30–40 voxels. In Sample B, the smallest pore throats are about 5 voxels, however, the flow is dominated by a large, well connected pore system, where the pore diameter is 50 voxels and above.

In order to construct the tetrahedral meshes, the initial triangular surface meshes were produced using the marching cubes isosurface as implemented in ImageJ [15]. The resolution of those surface meshes is the same as in the corresponding tomographic data (1 voxel accounting for 1-2 triangles). A tetrahedral volume mesh was constructed from the surface mesh using Tetgen [16].

2.2. Unstructured Lattice Boltzmann Method

The appeal of the lattice Boltzmann method to the geophysics research lies in its ability to model and simulate several types of phenomena related to reactive fluid flow in porous rocks: single and multiphase flows [17], unsteady flows [18], flows in complex geometries [19, 20] at a wide range of Reynolds numbers, as well as chemical processes, such as dissolution and precipitation [21]. For our experiments, we have used a variant of the finite element, off-lattice Boltzmann method [22], which uses the characteristic

<p>| TABLE 1 | Properties of the tetrahedral meshes used in the simulations and the wall-clock time spent per 5000 iterations of the unstructured lattice Boltzmann simulation (Intel® Xeon® 2.6 GHz). |</p>
<table>
<thead>
<tr>
<th>No. elements</th>
<th>No. vertices</th>
<th>Edge lengths (LB)</th>
<th>Side length (LB)</th>
<th>Node valency</th>
<th>Simulation time per 5000 iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample A</td>
<td>538,818</td>
<td>122,923</td>
<td>1.48</td>
<td>0.082</td>
<td>3.4</td>
</tr>
<tr>
<td>Sample B</td>
<td>19,011,599</td>
<td>4,131,911</td>
<td>1.51</td>
<td>0.22</td>
<td>68.0</td>
</tr>
</tbody>
</table>
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based integration, first proposed by Zienkiewicz and Codina [23]. We chose this method over the finite volume approach [10, 24] due to its improved stability. The characteristic based, off-lattice Boltzmann method has been specifically designed to remove the coupling between the positions of the computational grid's nodes and the discrete set of velocities, while retaining the stability of the standard, regular grid-based approach. The new scheme is derived directly from the spatio-temporal continuous formulation of the lattice Boltzmann equation

$$\frac{\partial f_i}{\partial t} + c_i \cdot \nabla f_i = \Omega_i(f(x, t)),$$  

where $f_i(x, t)$ is the particle velocity distribution along the $i$-th discrete direction, $c_i$ is the associated discrete velocity, and $\Omega_i$ is the collision operator, accounting for the rate of change of $f_i$ due to collision. We have employed the two relaxation time collision (TRT) operator [19, 25], which is a special case of a multi relaxation time collision operator (MRT, [26]), most commonly used in the lattice Boltzmann studies of porous flow due to its improved treatment of the solid boundary conditions in comparison to the standard, single relaxation time Bhatnagar-Gross-Krook (BGK) operator [19].

### 2.2.1. Integration Along Characteristics

Integrating Equation (1) along the characteristic curves and approximating the right-hand side yields

$$f_i^{n+1}(x + c_i \delta t) = f_i^n(x) + \delta t \left( \theta \Omega_i^n(f_i^{n+1}(x + c_i \delta t)) + (1 - \theta) \Omega_i^n(f_i^n(x)) \right),$$

where $n$ denotes the time step (iteration number), $0 \leq \theta \leq 1$ refers to the choice of the time integration method for the collision operator (0 for fully explicit, 1 for fully implicit, 0.5 for

---

**FIGURE 1 | Left:** The surface plot of the investigated volume of Sample A, colored according to the surface velocities. The values on the solid boundary are at least three orders of magnitude lower than the values on the outlet (top surface of the mesh). **Right:** The streamlines of the steady-state velocity field, generated for $\tau = 0.02$, $\Delta \rho = 2.5 \cdot 10^{-6}$. Both images were generated using ParaView 4.3.1. [32].

**FIGURE 2 | Left:** The surface plot of the investigated volume of Sample B, colored according to the surface velocities. The values on the solid boundary are at least three orders of magnitude lower than the values on the outlet (top surface of the mesh). **Right:** The streamlines of the steady-state velocity field, generated for $\tau = 0.1$, $\Delta \rho = 2.5 \cdot 10^{-6}$. Both images were generated using ParaView 4.3.1. [32].
Crank-Nicolson), \( f_i^n(x) = f_i(x, t^n) \), and \( f_i^{n+1}(x) = f_i(x, t^{n+1}) \). In the general case of a MRT collision operator \( \Omega(f(x, t)) = \sum_j A_{ij}(f^{eq}_j - f_i) \) the implicit character of Equation (2) can be removed by introducing new variable
\[
\bar{g}_i(t) = f_i(x, t) - \delta t \theta \Omega(f(x, t)), \tag{3}
\]
and expressing the collision operator in terms of \( g \) \cite{22}
\[
\Omega(f(x, t)) = (I + \delta t \theta \mathbf{A})^{-1} \Omega(g(x, t)). \tag{4}
\]
As the collision operator preserves both mass and momentum, the moments of \( g \) equal corresponding moments of \( f \), \[ \sum_i g_i = \rho, \sum_i \rho u_i = \rho \mathbf{u} \], hence also \( \bar{g}_i^{eq} = f_i^{eq} \). Finally, Equation (2) becomes
\[
g_i^{n+1}(x + c_i \delta t) = g_i^n(x) + \delta t \sum_j A_{ij}(g_j^{eq,n}(x) - g_j^n(x)), \tag{5}
\]
where the modified collision matrix reads \( \mathbf{A} = (I + \delta t \theta \mathbf{A})^{-1} \mathbf{A} \). By substituting \( \mathbf{A} \) by \( \mathbf{A}_{\text{BGK}} = \tau^{-1} \mathbf{I} \), which corresponds to the single relaxation time BGK collision operator, one readily obtains \( \mathbf{A}_{\text{BGK}} = (\tau + \delta t \theta) \tau^{-1} \mathbf{I} \). The resulting shift in the effective relaxation time \( \tilde{\tau} = \tau + \delta t \theta \) accounts for the unconditional stability of the Crank-Nicolson method and the implicit Euler method, since the condition \( \delta t < 2\tilde{\tau} \) is always fulfilled as long as \( \tau \geq \frac{1}{2} \) and \( \tau > 0 \). The standard Courant-Friedrichs-Lewy restriction on \( \delta t \) still applies.

### 2.2.2. Finite Element Scheme

In order to solve Equation (5) numerically on an unstructured grid, one has to be able to express the value of \( g_i^{n+1} \) at a given point \( x^* \) in terms of the value of \( g_i^n \) (and its derivatives) evaluated one time step earlier, at the same point. In order to enhance stability, this is typically done by the second order Taylor expansion of \( g_i^n(x^* - c_i \delta t) \) \cite{22,23}
\[
g_i^n(x^* - c_i \delta t) = g_i^n(x^*) - \delta t c_i r_x g_i^n(x^*)
+ \frac{\delta t^2}{2} c_i r_{x x} g_i^n(x^*) + O(\delta t^3). \tag{6}
\]

After applying the same approximation to the equilibrium distribution function, Equation (5) takes the following form
\[
g_i^{n+1} = g_i^n - \delta t \left( c_i r_x g_i^n - \sum_j A_{ij}(g_j^{eq,n} - g_i^n) \right)
+ \frac{\delta t^2}{2} c_i r_{x x} g_i^n - 2 \sum_j A_{ij}(g_j^{eq,n} - g_i^n)
+ \frac{\delta t^3}{2} c_i r_{x x} g_i^n, \tag{7}
\]
which is now suitable for discretization in space using the Galerkin finite element method. Here, the spatial decomposition using linear, tetrahedral elements has been applied. The modified particle distribution functions are sampled at the nodes (vertices) of the tetrahedral mesh, and interpolated at other points
\[
\bar{g}_i^n(x) = \phi(x)^T g_i^n \tag{8}
\]
where \( \bar{g}_i^n \) is the approximate solution, \( g_i^n = [\bar{g}_i^n(v_1), \bar{g}_i^n(v_2), \ldots, \bar{g}_i^n(v_{Nv})]^T \) is the vector storing the values of \( \bar{g}_i^n \) at all vertices in the mesh, whose positions are \( v_1, v_2, \ldots, v_{Nv} \). Furthermore, \( \phi(x)^T = [\phi^1(x), \phi^2(x), \ldots, \phi^Nv(x)] \), where \( \phi^k(x) \) is a piecewise-linear shape function (also known as a hat or tent function) associated with the vertex \( k \), i.e., \( \phi^k(v_j) = \delta_{jk} \), and \( \phi^k \) is linear over each tetrahedral element. By applying the Bubnov-Galerkin method, we finally obtain the discrete, weak form of Equation (7)
\[
\mathbf{M}(\bar{g}_i^{n+1} - \bar{g}_i^n) = (-\delta t \mathbf{C}_i - \delta t^2 \mathbf{D}_i) \bar{g}_i^n
+ (\delta t \mathbf{M} - \delta t^2 \mathbf{C}_i - \delta t^3 \mathbf{D}_i)
\sum_j A_{ij}(\bar{g}_j^{eq,n} - \bar{g}_i^n)), \tag{9}
\]
where matrices \( \mathbf{M}, \mathbf{C}_i, \mathbf{D}_i \in \mathbb{R}^{Nv \times Nv} \) are defined as
\[
\mathbf{M} = \int_D \phi \phi^T dV, \quad \mathbf{C}_i = \int_D \phi c_i \partial \phi^T dV,
\quad \mathbf{D}_i = \frac{1}{2} \int_D \partial_i \phi c_i \partial \phi^T dV. \tag{10}
\]

### 2.2.3. Boundary Conditions

The quality of any lattice Boltzmann simulation hinges on the choice of the boundary conditions used both on the solid and open boundaries. In this work, we have used a recent formulation of the solid boundary conditions for high Reynolds number flows, first proposed by Chikatamarla and Karlin \cite{27}. Similarly to the popular bounce back method, the first step is to determine the subset \( \bar{D} \) of the discrete directions that are corresponding to the “missing” populations (i.e., point away from the solid phase and into the fluid phase). The procedure for finding such subset in an unstructured grid setting is described in detail in Misztal et al. \cite{10}. By setting the target values of the density \( \rho_B \) and velocity \( \mathbf{u}_B \) at the boundary node, the local populations are recovered using the following rules
\[
f_i \begin{cases}
2f_i^{eq}(\rho_B, \mathbf{u}_B) - f_i^{eq}(\rho, \mathbf{u}), & i \in \bar{D} \\
f_i + f_i^{eq}(\rho_B, \mathbf{u}_B) - f_i^{eq}(\rho, \mathbf{u}), & i \not\in \bar{D},
\end{cases} \tag{11}
\]
where \( \rho = \sum_{i \in \bar{D}} f_i^{eq}(\rho_B, \mathbf{u}_B) + \sum_{i \not\in \bar{D}} f_i^{eq}(\rho, \mathbf{u}), \) and \( \rho \mathbf{u} = \sum_{i \in \bar{D}} c_i f_i^{eq}(\rho_B, \mathbf{u}_B) + \sum_{i \not\in \bar{D}} c_i f_i. \) In our simulations we assumed no-slip boundary condition on the static, solid walls, corresponding to \( \mathbf{u}_B = 0 \). The value of \( \rho_B \) can be estimated either by using the bounce back method or, if the former approach fails (depending on the local geometry of the solid boundary), by extrapolating the values of density from the neighboring bulk nodes. We have observed that this choice of the solid boundary condition formulation yields significantly more stable simulations of flows with lower values of the kinetic
viscosity and higher Reynolds number, compared to the bounce back method.

The boundary conditions at the inlet and at the outlet can also be implemented using the same procedure. We have chosen to use pressure boundary conditions, specified by the constant pressure values: \( p_{\text{in}} \) at the inlet, and \( p_{\text{out}} \) at the outlet; \( p_{\text{in}} > p_{\text{out}} \).

Since \( p = c_s^2 \rho \) in the lattice Boltzmann method, this is equivalent to setting \( \rho_{\text{in}} = p_{\text{in}}/c_s^2 \) at the inlet and \( \rho_{\text{out}} = p_{\text{out}}/c_s^2 \) at the outlet (like most authors, we use \( c_s^2 = 1/3 \)). The values of \( u_i \) at the open boundary nodes can be approximated using the averaged values of the velocity at the neighboring bulk nodes.

## 3. Results

The unstructured lattice Boltzmann method allows us to robustly compute single phase flow fields in arbitrary, complex channel networks for a wide range of flow parameters. In this section, we apply this method to study the flow in each of the natural porous samples described in Section 2.1. We then use the precomputed flow fields to study pollutant dispersion in the samples.

### 3.1. Steady-State Flow Computation

Our first goal is to compute the steady state flow in each porous rock sample due to applying a constant pressure difference between the inlet and the outlet planes. The particle distribution functions are initialized with the equilibrium distributions corresponding to \( \rho = 1 \), \( u = 0 \) in the entire mesh. For a given time step \( \delta t \), relaxation time \( \tau \), and constant inlet and outlet densities \( \rho_{\text{in}} = 1+\Delta \rho \) and \( \rho_{\text{out}} = 1 \), we run the lattice Boltzmann simulation until the steady state is reached. In order to detect when steady-state has been reached, we compute the inlet flow rate \( Q_{\text{in}} \) by evaluating the following integral numerically at every time step \( t^n \)

\[
Q_{\text{in}} = \int_{A_{\text{in}}} u \cdot dA \approx \sum_{T_k=(pqr)} \frac{u_p + u_q + u_r}{3} \cdot n_k A_k, \quad (12)
\]

where the sum on the right-hand side is over each inlet triangle \( T_k \); \( u_p, u_q, u_r \) are its nodal velocities, \( n_k \) is the unit-length normal vector to \( T_k \), and \( A_k \) is its area. The outlet flow rate \( Q_{\text{out}} \) is evaluated the same way. The simulation ends when \( |Q_{\text{in}}(t^n+1) - Q_{\text{in}}(t^n)| < \epsilon |Q_{\text{in}}(t^n)| \) and \( |Q_{\text{out}}(t^n+1) - Q_{\text{out}}(t^n)| < \epsilon |Q_{\text{out}}(t^n)| \), where \( \epsilon = 10^{-5} \).

Examples of the obtained velocity fields in each of the porous samples are shown in Figures 1, 2. In Figure 3 we present the typical convergence plots for \( Q_{\text{in}} \) and \( Q_{\text{out}} \) in our simulations. The initial oscillations are caused by the discontinuous initial conditions, as well as the formulation of the open boundary conditions; setting \( \rho_{\text{in}} = 1 + \Delta \rho \) gives rise to a shock wave, which first travels to the outlet, and gets reflected off the outlet and inlet planes, while its amplitude decays exponentially. Once the pressure wave vanishes, the values of \( Q_{\text{in}} \) and \( Q_{\text{out}} \) continue to converge exponentially to the steady state values \( Q_{\text{in}}^\infty \) and \( Q_{\text{out}}^\infty \).

We expect these values to be equal, however, since the expression (12) is only first-order accurate, we observe a small difference between these two values, which is particularly evident in case of the more coarsely meshed Sample A. We have performed steady-state flow computation for \( \Delta \rho \) ranging from \( 2.5 \times 10^{-7} \) to \( 2.5 \times 10^{-5} \), and relaxation times \( \tau = 0.01 - 0.1 \), and we have obtained stable results obeying the Darcy’s law, which states that under steady-state flow conditions, the flow rate \( Q \) through a given cross section is proportional to the pressure drop \( \Delta \rho = c_s^2 \Delta \rho \) that drives the fluid.

These simulation results shown in Figures 1, 2 correspond to a Reynolds number approximately equal to 0.01. The velocity in the figures is expressed in lattice Boltzmann units \( u_{\text{LB}} \). By dimensional analysis we can express the velocity in another arbitrary system of units according to the following transformation

\[
u_{\text{SU}} = \frac{u_{\text{LB}} l_{\text{LB}}}{v_{\text{SU}} l_{\text{SU}}} \quad (13)\]

where the \( l_{\text{LB}} \) and \( v_{\text{LB}} \) are the system size and kinetic viscosity in lattice Boltzmann units, \( l_{\text{SU}} \) and \( v_{\text{SU}} \) are the same quantities in \( \text{R} \), using robust nonlinear regression, after weighting out the initial, oscillatory phase (flow rates and time are given in lattice Boltzmann units).
expressed in another system of units. If the fluid is water, substituting the real-world parameters into Equation (13) yields the following scaling formulas for the real-world velocities in the SI system of units: \( u_{SI} = u_{LB} \cdot 6000 \frac{m}{s} \) in Sample A, and \( u_{SI} = u_{LB} \cdot 600 \frac{m}{s} \) in Sample B.

### 3.2. Dispersion in Porous Samples

Having computed the steady state flow field in each of the porous rock samples, we obtain the Lagrangian trajectories of passive tracers, which satisfy

\[
\dot{x}_s(t) = u(x_s(t)),
\]

in the absence of molecular diffusion. The solution of the above equation is fixed by the initial position \( x_s(0) \). From these Lagrangian trajectories we study the statistics of the separation \( d_{ij}(t) = x_s(t) - x_j(t) \) between two fluid particles, which initially are close to each other. The separation of particles obeys the differential equation

\[
\dot{d}_{ij}(t) = u(x_s(t)) - u(x_j(t)).
\]

The constraints imposed by the porous heterogeneous structure may cause non-smooth velocity fields due to the intrinsic branching of channel connectivity, leading to broad distribution of velocities and absence of decorrelation in time. For non-smooth velocity fields we might have, for instance, that the velocity difference between two points scales as \( |u(x_s(t)) - u(x_j(t))| \propto |x_s(t) - x_j(t)|^\beta = d_{ij}^\beta \), with \( \beta < 1 \), as in the inertial range in turbulent flows. Multiplying the left and right hand sides terms in Equation (15) by \( d_{ij}(t) \) and substitution of the latter scaling lead to

\[
\dot{d}^2 = 2 \frac{\dot{d}_{ij}}{d_{ij}} \left[ u(x_s(t)) - u(x_j(t)) \right] \propto d^{2+\beta},
\]

whose solution for finite time gives the behavior

\[
\left( \frac{d(t)}{d_0} \right)^2 \propto t^{\frac{2}{1-\beta}}.
\]

As seen in Figure 4, we find from a flow simulation in Sample A that \( \beta \approx 1/3 \), which coincides with Richardson dispersion law. Of course, such spatial scaling should not be associated to the classical Richardson-Kolmogorov cascade picture. Instead, the anomalous dispersion originates from the high degree of heterogeneity in Sample A and the broad distributions of pore sizes. This is further confirmed by the simulations performed in Sample B, here we see a particle separation in time, which is consistent with ballistic motion of particles in a more simple geometry. This is due to the fact, that the flow in Sample B is dominated by one large pore and the heterogeneity of the much smaller neighboring pores is only having a negligible impact on the averaging (see Figure 4).

### 3.3. Evacuation of Particles through Advection and Diffusion

In our final experiment, we apply the previously obtained steady state velocity field \( u(x) \) in a study of pollutant removal from Sample A. In particular, we perform a comparative, qualitative study of particle evacuation rate from the porous sample, using two different flushing strategies: through continuous steady flow and through the use of rectangular pulses of equal width and amplitude, increasing period and decreasing duty cycle (see Figure 5).

As the first step of this numerical experiment, we randomly seed a large number of particles \( N_0 \) (in our experiments \( N_0 = 250,000 \)), uniformly distributed in the pore space of the sample. We assume that the particles are passively advected by the fluid, but also undergo molecular diffusion. The motion of such passive tracers is described by the following Langevin equation

\[
\dot{x}_s(t) = \bar{u}(x_s(t), t) + \eta_s(t),
\]

where \( \eta_s(t) \) is a Gaussian white noise process, with zero mean and constant variance. The parameters \( \bar{u}(x_s(t), t) \) is the steady state velocity field obtained from the simulations.

![Figure 4](image-url)

**FIGURE 4** | The black line shows the change with time of the average of the squared distance of particles, which initially are closer than 1% of the system size (the linear size). In the left panel, we show data from Sample A. The green dashed line is proportional to \( t^2 \) and is consistent with the Richardson dispersion law. Despite the limited scaling region, we see an anomalous dispersion, where particles separates faster than in a ballistic regime. The envelope surrounding the black line shows the standard deviation of individual particle pairs. In the right panel, we show similar data for Sample B. The dashed line is here proportional to \( t^2 \) and is therefore consistent with a ballistic separation of particles.
where \( \mathbf{x}_k(t) \) is the position of the \( k \)th particle at time \( t \), and \( \mathbf{u}(\mathbf{x}_k(t), t) = \mathbf{u}(\mathbf{x}_k(t)) \psi(t) \) is the fluid's velocity evaluated at particle's position at time \( t \); \( \psi(t) \) is the pulse envelope function. Here we assume that the frequency of the pulses is smaller than the inverse of the characteristic time in which viscous effect are propagated inside the porous sample. The latter can be estimated as \( R^2/\nu \), where \( R \) is on the order of the largest channel width. The final term, \( \eta_k(t) = \sqrt{2D\xi_k(t)} \), is the random “kick” function, where \( D \) is the diffusivity and \( \xi_k(t) \) is a vector-valued Gaussian noise with mean amplitude equal to unity, whose correlation is given by \( \langle \xi_k(t)\xi'_k(t') \rangle = \delta_{kk}\delta(t - t') \). The above equation for passive tracers can be obtained in the limit of vanishing Stokes time from the following system of Langevin equations describing the Brownian motion of inertial particles in a moving fluid [28]

\[
\begin{align*}
\dot{x}_k(t) &= v_k(t), \\
\dot{v}_k(t) &= \frac{1}{\tau} \left( -v_k(t) + \mathbf{u}(\mathbf{x}_k(t), t) + \eta_k(t) \right),
\end{align*}
\]

in which \( \tau \) is the Stokes time. We integrate Equation (18) for each particle using the forward Euler method. Additionally we assume elastic collisions between the particles and the solid wall, and that the particles which cross the outlet plane are removed from the system. Then, we track the number \( N \) of particles remaining in the pore space as a function of the total volume of fluid flushed through the system

\[
V(t) = \int_0^t \left( \int_{A_m} \mathbf{u}(\mathbf{x}, t) \cdot d\mathbf{A} \right) dt.
\]

The results of our experiments for Sample A are presented in Figure 6. The parameters were chosen so that the effective Péclet number \( Pe \approx 1600 \). Evidently, continuous flushing is the least efficient in terms of the amount of resources used (water, energy) in order to remove a given fraction of pollutant from the sample. Increasing the separation between the pressure pulses yields increasingly more efficient use of resources. This is due to the fact that the water flow through the sample quickly decreases the particle concentration in the main channel network, however, some pores are inaccessible to the flow, i.e., \( u = 0 \) in such spaces. The only way for the particles to be released from these pores is through diffusion, and, as it is a slower process, increasing the pulse separation increases the time for diffusion to act on. In contrast, as the particle concentration in the main channel network decreases, the efficiency of continuous flushing quickly drops.

### 4. Discussion

#### 4.1. Evaluation of the ULBM

Our choice to use the unstructured lattice Boltzmann method, as opposed to the regular grid based approaches, was dictated by the higher flexibility and accuracy of the unstructured meshes at representing complex solid boundaries. Unlike regular grids, unstructured meshes allow for locating the nodes precisely at the boundary, yielding the boundary approximation error on the order of \( h^2 \), as opposed to \( h \) in case of regular grids, where \( h \) is the grid spacing (or local edge length, in case of unstructured meshes). This error can be decreased further, without significantly increasing the problem size, by employing...
adaptive meshes, i.e., using higher precision (lower $h$) to resolve fine features, while keeping the mesh coarser in the regions where the boundary is almost flat, or where the flow field is approximately linear. Furthermore, unstructured meshes do not introduce extra memory overhead related to the storage of the solid phase elements, which is particularly beneficial in case of samples with low porosity. Overall, the number of volumetric elements required to represent a porous structure with precision $h$ on the boundary scales like $h^{-2} \log h^{-1}$, as opposed to $h^{-3}$ in case of basic regular grids. Certain techniques, such as the immersed boundary method [29] and hierarchical voxel structures [30], allow regular grid based approaches reach the effective storage efficiency similar to that of unstructured meshes. However, they increase the complexity of the fluid simulation method, and the lack of coupling between the nodal positions and the precise location of the solid boundary persists. As a consequence, boundary features finer than the minimum grid spacing cannot be represented correctly and, in the worst case scenario, the topology of the channel network might be ambiguous or inaccurate. In contrast, unstructured grids yield much simpler formulation of the boundary conditions, allow for a faithful representation of arbitrarily fine surface details, and reproduce the channel network topology exactly (although, in our case, the accuracy of the representation is still limited by the resolution of the tomographic data).

The benefits of the ULBM come at a cost of increased number of computations per grid node. At each time step, at a given node, regular grid based LBM requires a single evaluation of the collision term, one assignment (copy) operation and a single addition per each discrete direction. ULBM also requires just a single evaluation of the collision term per node, at every time step, however, the streaming and collision steps require averaging the values of $f_i$ and $\Omega_i$ from all neighboring nodes, yielding $2(v+1)$ additions and multiplications per each discrete direction, where $v$ is the valency of the node. In the meshes used in our simulations, the average valency ($v$) $\approx 12$ (Table 1). Finally, lattice Boltzmann methods compute the full temporal evolution of the flow and, when applied to the problem of finding the steady-state flow with constant pressure boundary condition, it converges asymptotically to the solution. Consequently, in this particular application, it can be outperformed by implicit, finite-element Stokes solvers, which typically require fewer sparse matrix multiplications (due to a lower number of variables, and a higher convergence rate). However, implicit Stokes solvers are unsuitable for simulations of unsteady flows, such as: multiphase flows, turbulent flows, flows influenced by moving solid boundaries or by oscillating pressure differences, all of which do not pose a great difficulty for the LBM. Furthermore, the LBM's convergence rate could be improved by employing more refined open boundary conditions, for example by specifying the velocity profile at the inlet, and using Grad's approximation [31] at the outlet.

5. Concluding Remarks

The complex pore geometry of most porous media is a significant obstacle for efficient numerical simulation of flow. We have here discussed the unstructured lattice Boltzmann method for fluid flow. We have used the method on a couple of rock samples and have in the sample with a more complex geometry observed an anomalous dispersion of Lagrangian particles without any particle diffusion introduced. One sample with a less complex pore space showed no sign of anomalous dispersion. We further showed that in the more complex parts of the pore space, diffusive transport might dominate over advective transport and therefore the evacuation of a pollutant might be, from a resource point of view, more effective if cycles of flushing water through the sample are used. Further simulations however would be needed to establish the most efficient strategy for pollutant removal.
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