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Decomposing primary and secondary effects:
A new decomposition method

Abstract

One strand of educational inequality research aims at decomposing the effect of social class origin on educational choices into primary and secondary effects. We formalize this distinction and present a new and simple method that allows empirical assessment of the relative magnitudes of primary and secondary effects. Contrary to other decomposition methods, this new method is unbiased, is more intuitive, and decomposes effects of both discrete and continuous measures of social origin. The method also provides analytically derived statistical tests and is easily calculated with standard statistical software. We give examples using the Danish Longitudinal Survey of Youth.
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1. Introduction

With the gaining popularity of the relative risk aversion hypothesis set forward by Breen and Goldthorpe (1997), Boudon’s (1974) distinction between primary and secondary effects has become a topic of interest for educational researchers (Erikson et al., 2005; Jackson et al., 2007; Erikson, 2007). This strand of research interprets primary effects as those cultural and genetic influences that are expressed through the uneven academic performance of students with differing social origins. Secondary effects are, on the other hand, interpreted as the “residual” influences of social origin that operate over and above academic performance, potentially reflecting an anticipatory dimension of educational decision making. Postulating the existence of a fear of downward social mobility, secondary effects are given interpretation in terms of the class-specific expected pay-offs from completing further education. The theoretical distinction between primary and secondary effects consequently lays out two basic mechanisms that explain observed inequality in educational attainment (Goldthorpe, 1996).

Since Mare’s (1980, 1981) seminal work, educational researchers have preferred analyzing educational choices as discrete events. They therefore often use binary logit models for studying the determinants of educational decisions. However, in nonlinear probability models such as the logit model, one cannot simply compare an uncontrolled coefficient of a variable of interest with a controlled counterpart (controlling for a confounder of interest) (cf. Winship & Mare, 1984). The reason for this is that regression coefficients and the underlying residual variance of binary regression models are not separately identified (cf. Amemiya, 1975; Cramer, 2003). This restriction, known as the scale identification issue, makes simple decompositions of effects, such as the primary and secondary effects decomposition, challenging. In this paper we present a new method that enables researchers to decompose the logit effect of social origin on educational decisions into primary and secondary effects. One
notable feature of this method is that it is unaffected by the scale identification issue, and it is therefore not prone to attenuation bias created by differences in underlying residual variances. The method is a by-product of the generalized decomposition technique for nonlinear probability models recently developed by Karlson, Holm, and Breen (2010), henceforward KHB. We thus continue the work set out by Erikson et al. (2005), whose method allows for formal decompositions of effects of discrete variables in logit models. However, contrary to their method, the KHB-method is unbiased, is more intuitive, and involves well-known interpretations from linear regression analysis. The KHB-method is also more general in the sense that it does not require the variable whose effect we want to decompose to be discrete, does not rely on distributional assumptions of the control variables, and is easily calculated with standard statistical software.

We proceed as follows. First, we formalize the distinction between primary and secondary effects using standard results from linear regression models, in particular the distinction between direct and indirect effects when controlling for a third, potentially confounding variable. Second, we give an exposition of the KHB-method and we link it to the primary and secondary effects distinction. We also conduct a Monte Carlo study to compare the performance of our method relative to the method by Erikson et al. (2005) and its generalization developed by Buis (2010). Third, we present an example using the Danish Longitudinal Survey of Youth (DLSY). Fourth, we conclude the paper by pointing out theoretical and methodological challenges related to empirical decompositions of primary and secondary effects.
2. Formalizing primary and secondary effects

In his classic work on social inequality, Boudon (1974) distinguishes between two kinds of influence of social origin on educational decisions, namely primary and secondary effects. In this section we present the distinction and we propose a simple formalization based on well-known properties of linear regression models. Boudon (1974) begins with the observation that social origins and educational decisions are related, and that this association may be explained by the unequal distribution of scholastic abilities across social class (an explanation Boudon linked to the literature focusing on the social class variation in cultural and linguistic endowments). Boudon coins these effects “primary effects”. However, Boudon finds that even net of abilities the association between social origins and educational attainment persists. Boudon coins these net effects of social origins on educational decisions “secondary effects”, and he develops a rational choice model that gives interpretation to these secondary effects.

Boudon’s model lays out a mechanism that operates through rational expectations about future returns to education (Holm & Jæger, 2008). His model stipulates that families, irrespective of the position they occupy in the occupational structure, fear downward social mobility for their offspring. They are risk averse in the terminology of Breen and Goldthorpe (1997). Although this social demotion motive operates in all families, it has different consequences for students of different social origins. Students with similar academic performance, but different social origins, face different pay-offs from completing further education (cf. Boudon, 1989, 1994). Higher class students will have to attain a relatively higher level of schooling than lower class students, if they are to enter the same or higher social class as their parents. In other words, the expected utility associated with completing further education differs across social classes, the reason being the social demotion motive. Given that the educational system in late-industrial societies is a main channel for distributing
individuals into the occupational structure, Boudon’s model explains why we observe secondary effects. It does so by relating class-specific evaluations of costs and benefits to educational decision making, rather than using explanations based on the notion of socialization (cf. Goldthorpe, 1996, 2007).

The formalization of Boudon’s model by Breen and Goldthorpe (1997) has spurred a literature that focuses on empirical decompositions of primary and secondary effects (Erikson et al., 2005; Jackson et al., 2007; Erikson, 2007). The main purpose of this literature is to assess, empirically, the extent to which primary or secondary effects govern educational choices. Primary effects are the part of the social class effect on an educational decision that is mediated by academic performance, while secondary effects is the residual, or direct, effect of social class net of academic performance. Following Boudon’s model, the literature then interprets the primary effects component as the part of the social class effect that exists because of cultural and genetic endowment differences (operating through academic performance), while the literature interprets secondary effects component as a choice-based part of the social class effect. In this article we adopt the same interpretation, but we recognize that at least one further assumption is to be maintained if we are to identify the underlying parameters of interest: Investments in abilities and performance are not a consequence of expectations about future returns to education. If the social demotion motive does not lead families to invest in their offspring’s academic abilities and performance, then the motive is not reflected in primary effects, but only in secondary effects. Given this assumption (that ability and performance does not arise as a consequence of the social demotion motive) the empirical decomposition of primary and secondary effects can be said
to identify the theoretical parameters of interest (i.e., cultural and genetic endowments, and the social demotion motive).\(^1\) In this paper we maintain this assumption.

We now turn to a simple empirical strategy that translates the distinction between primary and secondary effects into empirical quantities. The strategy can be used for a formal assessment of the relative magnitudes of primary and secondary effects. We use the well-known properties of linear regression models, namely the rules for decomposing a total effect into the simple sum of direct and indirect effects (Duncan, 1966; Alwin & Hauser, 1975; Clogg et al., 1995a). This decomposition is known from the early literature on path-models in sociology, but we do not imply the causal relationships usually assumed in these models (cf. Freedman, 1987, 2005). In other words, we use the decomposability of linear models descriptively to evaluate to which degree academic performance mediates the association between social origin and an educational decision. In the next section we show how to implement this method into the framework for binary logit models for educational transitions. As we will see, this implementation is not straightforward in binary logit models, because evaluating the extent to which academic performance mediates the effect of social origins on educational decisions is hampered by the scale identification of these models: comparing uncontrolled and controlled (controlling for academic performance) logit coefficients does not reflect confounding, but a mixture of both confounding and rescaling.

---

\(^1\) We thank an anonymous reviewer for pointing out that giving reduced form regression coefficients a structural interpretation is difficult and often dubious. We also recognize that other mechanisms than the one stressed by Boudon (1974) may be responsible for bringing about secondary effects. However, this paper is not concerned with extending Boudon’s model, but rather with introducing a new decomposition technique, and we consequently do not delve into these theoretical issues here.
2.1. Total, direct, and indirect effects in linear models

Let $SO$ denote a measure of social origin and $EC$ an educational choice (e.g., passing a certain educational level). Let $AP$ denote the student’s academic performance, and $e$ a random error term. We write the following linear model:

$$EC = \alpha + \beta \cdot SO + \gamma \cdot AP + e$$

(1)

The model in (1) relates social origins and academic performance to the educational choice. Now relate academic performance to social origin:

$$AP = \mu + \theta \cdot SO + \nu,$$

(2)

where $\nu$ is a random error term. From this simple system of equations we may derive the total, direct, and indirect effect of $SO$ on $EC$, where the indirect effect is the effect of $SO$ on $EC$ mediated by $AP$. $\beta$ is the direct effect and can be interpreted as the residual effect of social origins on the educational decision. In terms of primary and secondary effects, $\beta$ may be interpreted as secondary effects, because it captures the social origin influences net of academic performance. The product, $\gamma \theta$, is the indirect effect, which can be interpreted as the degree to which academic performance mediates the effect of social origin on the educational choice. In other words, $\gamma \theta$ may be interpreted as primary effects. The indirect effect may also be obtained by estimating the effects of $SO$ in a model without $AP$ and in a model with $AP$, and then compute the simple difference between the effects of $SO$ from each model. This difference equals the product, $\gamma \theta$ (Clogg et al., 1995a). Finally, the simple sum of the direct and indirect effects is the total effect: $\delta = \beta + \gamma \theta$. $\delta$ summarizes the total influence that social origin has on the educational choice. We note that the total effect is equal to effect of $SO$ in a model without $AP$ (Clogg et al., 1995a). Because the direct and indirect effect can be interpreted as secondary and primary effects, we may recover how much of the total effect each of these effects accounts for:
\[ P = \frac{\theta \gamma}{\beta + \theta \gamma} \quad ; \quad S = \frac{\beta}{\beta + \theta \gamma} \]

P and S denote the relative of magnitude of primary and secondary effects, respectively.

Multiplying P or S with 100 returns the percentage that each effect accounts for of the total effect. Note that, because S is defined as the residual effect of social origins net of academic performance, it holds that \( S = 1 - P \). Whenever we are interested in assessing the relative magnitude of primary and secondary effects, we can use the ratios in (3).

3. The decomposition method

While the linear system expressed in Equations (1) and (2) is a convenient way of describing primary and secondary effects, we face the problem that educational decisions are measured as discrete variables (cf. Mare, 1980). Thus, linear models, however convenient they may be, do not adequately describe the relationships we are interested in. The problem somewhat relates to the belief that there is “no calculus of path coefficients” for nonlinear models such as logit models (Fienberg, 1980; Hagenaars, 1998). Therefore, Erikson et al. (2005) have recently proposed a method that enables decompositions of effects of discrete measures of social origin (e.g. social classes) on discrete educational choices. However, while this method solves the problem, we point out some shortcomings that the general method by Karlson, Holm, and Breen (2010) overcomes. In this section we therefore present the KHB-method and we compare it with the technique developed by Erikson et al. (2005) and its generalization by Buis (2010).

---

2 Researchers acquainted with the consequences of omitted variable bias may note that the simple linear decomposition of social origin influences on educational choice may be biased, because unobserved variables (such as family structure or peer group structures) may influence the parameters in Equation (1). We return to this point in the discussion, where we also discuss the consequence of measurement error, in the academic performance measure, for the decomposition.
3.1 The KHB-method

Let \( y^* \) be a continuous latent propensity to choose or pass a certain educational level or track (e.g., upper secondary or university education).\(^3\) Let \( x \) be a continuous or discrete measure of social origin, and let \( z \) be a continuous or discrete measure of academic performance.\(^4\) Now define an underlying linear model such that

\[
y^* = \alpha + \beta x + \gamma z + u, \quad \text{where} \quad sd(u) = \sigma_u
\]

(4)

and define the effect of \( x \) on \( z \) as in (2)

\[
z = \mu + \theta x + v, \quad \text{where} \quad sd(v) = \sigma_v,
\]

(5)

where \( u \) and \( v \) are random and independent error terms, and \( \alpha \) and \( \mu \) are intercepts. \( \sigma_u \) and \( \sigma_v \) are the residual standard deviations, i.e., the unexplained part in each model. Models (4) and (5) correspond to the system defined in (2) and (3), except that \( y^* \) is unobserved (and consequently we cannot estimate \( \beta, \gamma, \) or \( \sigma_u \)). We nevertheless observe a binary discrete realization of \( y^* \) such that

\[
y = 1 \quad \text{if} \quad y^* > \tau
\]
\[
y = 0 \quad \text{if} \quad y^* \leq \tau,
\]

(6)

where \( \tau \) denotes a threshold on the latent propensity. For example, \( \tau \) may be the threshold for entering university. For convenience we set \( \tau = 0.\)\(^5\) We now rewrite the error term in (4) such that \( u = \sigma_e \cdot \omega, \) where \( \omega \) is a standard logistic random variable with mean zero and

\[^{3}\text{We assume that this latent propensity exists in order to motivate the methodology. To fix ideas, imagine two identical students born in two different cohorts. Both students have the same latent propensity to enroll in university education, but because of the educational expansion, going to university is harder for the student born in the oldest cohort than for the student born in the youngest cohort. A result may be that the student born in the oldest cohort did not go to university, while the other student did.}\]

\[^{4}\text{Whenever} \ x \ \text{has more than two levels, e.g., a discrete social class measure, we may think of} \ x \ \text{as a vector of binary indicator variables that indicate the different levels of} \ x. \ \beta \ \text{are then the corresponding vector of regression coefficients. In the following description of the KHB-method we therefore find it easiest to think of} \ x \ \text{as binary whenever} \ x \ \text{is discrete with more than two categories.}\]

\[^{5}\text{Whenever} \ \tau \ \text{is nonzero it is absorbed in the intercept of the logit model (Long, 1997; Cramer, 2003).}\]
variance \( \pi^2 / 3 \), and \( \sigma_e \) is the scale parameter of the logistic distribution capturing the effect of omitted variables independent of \( x \) and \( z \), yielding a standard deviation of \( \sigma_u = \sigma_e \cdot (\pi / \sqrt{3}) \) for the error term in (4). We may then specify the probability of choosing \( y = 1 \) as a function of \( x \):

\[
\Pr(y = 1) = \Pr(y^* > 0) = \Pr\left( u > -\left[ \frac{\alpha}{\sigma_e} + \frac{\beta}{\sigma_e} x + \frac{\gamma}{\sigma_e} z \right] \right)
\]

\[
= F\left( \frac{\alpha}{\sigma_e} + \frac{\beta}{\sigma_e} x + \frac{\gamma}{\sigma_e} z \right) = \frac{\exp\left( \frac{\alpha}{\sigma_e} + \frac{\beta}{\sigma_e} x + \frac{\gamma}{\sigma_e} z \right)}{1+\exp\left( \frac{\alpha}{\sigma_e} + \frac{\beta}{\sigma_e} x + \frac{\gamma}{\sigma_e} z \right)},
\]

where \( F(.) \) is the cumulative logit function and where the third equality holds because we assume \( \omega \) to be a standard logistic random variable. Taking the logarithm to the odds of the probability, we obtain a logistic regression model:

\[
\text{logit}(\Pr(y = 1)) = a + bx + cz = \frac{\alpha}{\sigma_e} + \frac{\beta}{\sigma_e} x + \frac{\gamma}{\sigma_e} z.
\]

Thus, the parameters of the logit model in (7) are in fact the parameters from the underlying linear model divided by the residual deviation of that model multiplied by a constant (i.e., \( \sigma_e = \sigma_u \cdot (\sqrt{3} / \pi) \)). In logit models we therefore only identify the underlying coefficients relative to a scale, which is a function of the residual standard deviation of the underlying linear model (cf. Amemiya, 1975; Cramer, 2003). In other words, we can only estimate the logit coefficients (log odds-ratios) \( b \) and \( c \) such that:

\[
b = \frac{\beta}{\sigma_e}; \quad c = \frac{\gamma}{\sigma_e}.
\]

However, this scale sensitivity of logit coefficients does not prevent a linear decomposition of the effect of \( x \) on \( y \) into a part attributable to \( z \) and a part not attributable to \( z \). Karlson, Holm,
and Breen (2010) develop a formal method for making such decomposition. They begin with the observation that comparing coefficients across nested logit models successively including potentially confounding variables does not have the same interpretation as in linear models. In logit models, changes in coefficients across models are a result of two underlying mechanisms. First, similar to linear models, confounding alters the coefficient magnitude (and, in some situations, the sign of the coefficient). Second, unlike linear models, a rescaling of the model increases the coefficient magnitude (Winship & Mare, 1984). This latter mechanism arises as a consequence of differences in the scale parameter across models. A model excluding the confounder has a larger scale parameter (i.e., larger error dispersion) than a model including the confounder. This rescaling carries over to the estimated logit coefficients, because, as is evident from (8), the scale parameter enters the denominator. In the Appendix we formally show why this is so, and we also present the solution to this problem by Karlson, Holm, and Breen (2010). Their method allows coefficient comparisons across logit models that are unaffected by rescaling, and their method consequently captures confounding net of rescaling. From the derivations in the Appendix, it follows that we can decompose the total effect of $x$ on $y$ measured in logits (log odds-ratios) into a direct and an indirect part measured on the same scale:

Direct: $$b = \frac{\beta}{\sigma_e} \quad (9a)$$

Indirect: $$c \cdot \theta = \frac{\gamma}{\sigma_e}, \theta = \frac{\gamma \theta}{\sigma_e} \quad (9b)$$

Total: $$\frac{\delta}{\sigma_e} = \frac{\beta}{\sigma_e} + \frac{\gamma \theta}{\sigma_e} = \frac{\beta + \gamma \theta}{\sigma_e}, \quad (9c)$$

where (9a) is the direct effect of $x$ controlled for $z$, (9b) is the part of the effect of $x$ mediated by $z$, and (9c) is the total effect. All effects are measured on the same scale, making them
directly comparable. Had we instead estimated the total effect in a logit model without \( z \), as is possible in the linear case, it will generally not equal the expression in (9c). The reason for this is that a model excluding \( z \) has a different residual variance and the logit coefficient of \( x \) from that model is consequently identified up to a different scale than \( \sigma_e \) in (9c) (see the Appendix; cf. Winship & Mare, 1984; Wooldridge 2002). Had we followed the principles in linear models and computed the indirect effect as the difference between the effect of \( x \) estimated in a logit model excluding \( z \) and the effect of \( x \) estimated in a logit model including \( z \), this difference would be conflated by differences in residual variation across models. What we consequently achieve by using the product of coefficients to compute the indirect effect is that the all three effects in (9) are measured on the same scale (i.e., divided by the same scale parameter, \( \sigma_e \)). Compared to the expression of these effects in linear models, the only difference is that the coefficients (\( \beta \), \( \gamma \), \( \theta \), and \( \delta \)) in (9) are divided with a scale parameter (\( \sigma_e \)).

Because the effects in (9) are measured on the same scale, we may obtain knowledge about the relative magnitude of primary and secondary effects similar to the linear case (stated in (3)):

\[
P = \frac{c \cdot \theta}{b + c \cdot \theta} = \frac{\gamma \theta}{\delta \sigma_e} = \frac{\gamma \theta}{\beta + \gamma \theta}; \quad S = \frac{b}{b + c \cdot \theta} = \frac{\beta \sigma_e}{\delta \sigma_e} = \frac{\beta}{\beta + \gamma \theta},
\]

which is the same definitions of primary and secondary effects as in the linear model, except that the parameters in (10) stem from the underlying linear model. While we cannot estimate these parameters directly, we can compute their ratios as in (10). By computing their ratios we obtain measures of the relative magnitude of primary and secondary effects that are *unaffected by the scale parameter*. In other words, the ratios in (10) overcome the scale
identification issue, because the scale parameter cancels out. Moreover, it is precisely these ratios that have our interest, whenever we are to decompose primary and secondary effects in a logit model. Multiplying the quantities in (10) with 100 returns the relative percentage that each component, P and S, accounts for of the total effect of social origin on educational choice. The expressions in (10) show why the KHB-method extends the decomposition features of linear models to nonlinear probability models such as the logit model.

A further consequence of this property is that the KHB-method allows researchers to control the decomposition defined in (10) for possibly confounding variables. Following Sobel (1998:32), we name these variables concomitants, \( w_j, j = 1, 2, \ldots, J \), where \( J \) denotes the number of variables. We may control for the potential confounding influence of these concomitants on the decomposition. Such control is unaffected by the scale identification of logit coefficients, because the ratios in (10) do not involve the scale parameters. We define the following logit model as in (4) and (7):

\[
y^* = \alpha + \beta x + \gamma z + \lambda_j w_j + \epsilon, \quad \text{where } sd(l) = \sigma_l \text{ and } \sigma_j = \sigma_k \cdot (\pi / \sqrt{3}) \quad (11a)
\]

\[
\text{logit(Pr}(y = 1)) = \frac{d}{\sigma_k} + \frac{b}{\sigma_k} x + \frac{c}{\sigma_k} y + \frac{\lambda}{\sigma_k} w_j, \quad (11b)
\]

where \( \sigma_k \) is smaller than \( \sigma_l \) in (7), because the added concomitants, insofar they explain variation in the latent propensity, reduce the residual variation. Replacing \( b \) and \( c \) in (9) and (10) with \( \hat{b} \) and \( \hat{c} \) makes it possible to control the decomposition for important concomitants. We reiterate that this replacement does not entail any comparison problems brought about by the scaling of the coefficients in equation (11b). The scale parameter, \( \sigma_k \), cancels out whenever we replace \( b \) and \( c \) with \( \hat{b} \) and \( \hat{c} \) in (10). Thus, the KHB-method also allows for controlling the decomposition for concomitants. For example, the decomposition of primary and secondary effects may be influenced by family factors or peer group structures.
Including concomitant variables measuring these attributes ensures that the relative magnitude of primary and secondary effects is not distorted by these attributes.

3.2 Statistical tests of primary and secondary effects using the KHB-method

Often researchers are not only interested in the relative magnitude of primary and secondary effects, but also whether each of them can be said to be statistically significant. On the one hand, testing secondary effects is easy, because it amounts to testing the direct effect of \( b \) in (7) or \( \hat{b} \) in (11b), depending on whether or not concomitants are included in the model. Standard statistical software reports test statistics that in large samples are asymptotically normally distributed. For continuous \( x \), \( z \)-statistics may be reported, while for discrete \( x \), joint Wald tests may be computed.

On the other hand, testing primary effects, which amounts to testing the indirect effect, may at first seem as a complicated affair, because it involves a product of two coefficients. However, whenever \( z \) is a single variable (e.g., academic performance), it can be shown that the indirect effect is statistically significantly different from zero whenever both \( c \) and \( \theta \) are significantly different from zero.\(^6\) We may therefore use the statistical tests for each of the two coefficients. For the first coefficient, \( c \), we report the \( z \)-statistic from the logit model (cf. (7) or (11b)). For the second coefficient, \( \theta \), we may report the \( z \)-statistic from the linear model (cf. (5)). If \( x \) is a discrete variable with more than two categories, we may use an F-test in the linear model (jointly testing \( \theta \) for each category relative to the reference). In the Appendix we carry out a Monte Carlo study that shows that our test-statistic performs

\[^6\] In more formal terms, if either \( c = 0 \) or \( \theta = 0 \) holds, then the null hypothesis of no confounding is true (cf. Clogg et al., 1995b). In case of more than a single \( z \), we refer to the test-statistic derived in Karlson, Holm, and Breen (2010).
satisfactorily when it comes to rejecting the null hypothesis of no indirect effect. Thus, for decomposing primary and secondary effects, the KHB-method also provides researchers with easily accessible statistical tests, because they only need the output of the logit model and the linear model to do the testing. In the empirical examples we show how these test-statistics can be reported.

3.3. Comparing the KHB-method with the methods by Erikson et al. and Buis

The KHB-method provides researchers with practicable and easily accessible tools for decomposing primary and secondary effects in a logit model. Erikson et al. (2005) propose another solution that involves counterfactual analyses of log-odds ratios. We briefly outline their solution and then compare it with the KHB-method using a Monte Carlo study. The study reveals that the method by Erikson et al. (2005) and the generalization by Buis (2010) return biased estimates of the true decomposition percentages in a range of scenarios encountered in real applications, while the KHB-method returns unbiased estimates. We explain this discrepancy in terms of a possible distributional sensitivity of the methods by Erikson et al. and Buis.

As in the KHB-method Erikson et al. (2005) want to assess the direct effect of $x$ (social origin) on $y$ (educational choice) and the indirect effect through $z$ (academic performance). First, they identify the direct effect of $x$ by calculating counterfactual log-odds-ratios of $x$, a discrete social class measure. They compare the log-odds of success ($y=1$) for one social class with another social class given that latter social class have the distribution of academic performance ($z$) of the former social class. Second, they find the indirect effect by comparing the log-odds of success within one social class with the counterfactual log-odds within the same social class with a distribution of academic performance of another social class. The
method by Erikson et al. (2005) makes comparisons of the factual and counterfactual groups possible. For the direct effect the factual and counterfactual social classes only differ with regards to social class, $x$, and not the academic performance distribution, $z$. For the indirect effect the factual and counterfactual social classes only differ with respect to the academic performance, $z$, and not social class, $x$. Consequently, the method makes it possible to compare the relative magnitude of primary and secondary effects, because the direct and indirect effects are directly comparable (Erikson et al., 2005:9733). The method by Erikson et al. (2005) integrates numerically over the distribution of academic performance ($z$) to generate the counterfactuals. While Erikson et al. assume normality of $z$ in order to make this numerical integration, Buis (2010) recently generalized the method to accommodate any distribution of $z$, making the method applicable to a range of situations met in real applications.

To learn about the performance of the KHB-method relative to the methods by Erikson et al. and Buis, we conducted a Monte Carlo study. The results, which are reported in the Appendix, reveal that the method by Erikson et al. (2005) and the generalization by Buis (2010) do not consistently recover the true fraction of the indirect effect relative to the total effect in a range of situations relevant for real applications. The bias arises whenever the control variable, $z$, is skew (lognormal in the Monte Carlo study). This bias appears to vary with the degree of true confounding and the distribution of $y$: The more confounding and the more skew $y$, the larger the bias. For example, in the situation of strong confounding (defined as a situation in which the indirect effect accounts for two-thirds of the total effect), a 75/25 distribution of $y$, and a 50/50 distribution of $x$, the method by Erikson et al. is around 6 percentage points off the true confounding percentage, and the method by Buis is around 5 percentage points off. These biases are substantial. However, the KHB-method is unbiased,
being less around 0.2 percentage point off the true fraction. In passing, we note that the Monte Carlo study also shows that whenever the control variable, $z$, is not skew, all three methods consistently recover the true fraction of the indirect effect. This finding suggests that the methods by Erikson et al. and Buis work well with a symmetrically distributed control variable, but not an asymmetrically distributed control variable. In other words, their methods appear to be distribution sensitive. Whenever $z$ is skew, their methods do not recover the true fraction of the indirect effect relative to the total effect. This does not hold for the KHB-method, which is insensitive to the shape of the distribution of $z$.

Thus, the Monte Carlo study suggests that the KHB-method performs better than the methods by Erikson et al. (2005) and Buis (2010), because it consistently recovers the true fraction in all scenarios. In addition to this, we also raise four other shortcomings of their methods that do not exist for the KHB-method. First, their methods use numerical integration to estimate the counterfactual log odds-ratios, while the KHB-method is an analytical solution. Second, compared to the KHB-method that produces one set of estimates, their methods produce two sets of estimates of direct and indirect effects, based on two different, though highly similar, counterfactual analyses (Erikson et al., 2005; Buis, 2010). Although Jackson et al. (2007) suggest to report the average of the two estimates for each set of direct and indirect effects, as Buis (2010:28) notes, such ambiguity makes the method “less than elegant.” Third, contrary to the KHB-method, the method by Erikson et al. requires the variable whose effect we want to decompose to be categorical. Fourth, the method by Erikson et al. involves several separate computational steps (Buis, 2010:16-17). Although the `idecomp` Stata command by Buis (2010) calculates these steps, the method returns much output that researchers need to filter. By way of contrast, the KHB-method uses standard statistical output from logit and linear models and provides readily interpretable statistical tests.
We consequently suggest that researchers interested in decomposing primary and secondary effects use the KHB-method. It is easy to understand and use, because it extents the decomposition features of linear models to logit models. Because the properties of linear models are well-known to most researchers, we believe that the KHB-method is a practicable way forward in decomposing primary and secondary effects. In some situations, the method developed by Erikson et al. (2005) and the generalization by Buis (2010) will produce identical results to those of the KHB-method, but in some situations this will not be the case. As we will see in the example, all three methods return more or less identical results, the reason being that the measure of academic performance is normally distributed (and consequently does not have a skew distribution).

4. Examples

We have presented a simple formalization of primary and secondary effects, shown why the KHB-method is useful for decompositions of primary and secondary effects, and argued that the KHB-method is an unbiased and more practicable alternative than the method developed by Erikson et al. (2005) or its generalization by Buis (2010). In this section we turn to two examples based on the Danish Longitudinal Survey of Youth (Hansen, 1995; Jæger & Holm, 2007). This survey follows the life course of some 3,150 children born in 1954. The final sample consists of 1,896 individuals. Because the examples presented here work as illustrations of the KHB-method, we do not go into the missing data patterns and the possible biases they may produce.

\footnote{The data is cluster-sampled with school classes as clusters. In this analysis, we ignore the clustering, thereby reporting slightly incorrect standard errors. However, performing analyses with cluster-robust standard errors does not alter the substantial conclusions drawn in this article.}
We give a brief outline of the data used. The binary dependent variable, \( y \), is whether the individual finished university (=1) or not (=0). We have two measures of social origin, \( x \). The first is a discrete five-category measure of father’s social class that was constructed by the authors of the original study (see Hansen, 1995). High values denote higher classes, while low values denote lower classes. The second is a continuous composite measure constructed as the principal component of a principal component analysis involving father’s social class, educational attainments, and income. This measure is supposed to approximate the socioeconomic status index developed by Duncan (1961).\(^8\) We standardize this variable to have expectation zero and variance of unity. We have a single continuous measure of academic performance, \( z \), namely a composite measure of three low-stake tests (verbal, inductive and spatial) extracted from a principal component analysis.\(^9\) While this composite variable may measure academic “ability” more than academic “performance”, we take it as a good proxy for academic performance in the sense that students condition their educational choices on their perceived abilities. We standardize the variable to have mean zero and unit variance. Finally, we have two control variables that may affect the decomposition: whether the child comes from an intact family (=1) or not (=0), and the gender of the individual (1 = male; 0 = female). Table 1 describes the variables.

\[ -- \text{TABLE 1 HERE} -- \]

4.1 Decomposition with a discrete measure of social origin

We begin with a decomposition of the effect of a discrete measure of social origin on whether the child completes university or not, and we thereafter compare results from the KHB-

---

\(^8\) We use polychoric correlations for the principal components analyses, because the three indicators are ordered discrete variables. The first component explains around 57 percent of the total variation in the three indicators.

\(^9\) The first component explains around 89.6 percent of the total variation in the three items.
method and the methods by Erikson et al. (2005) and Buis (2010). Tables 2 and 3 report regression estimates from a logit model (cf. (7)) and a linear model (cf. (5)), respectively. The direct effect ($b$) is the effect of the discrete social class measure in Table 2. The pattern of this effect is somewhat linear, i.e., the higher the social class, the higher the propensity to complete university. The indirect effect is product of the effect of academic performance ($c$) in the logit model in Table 2 and the effect of social class ($\theta$) on academic performance in the linear model in Table 3. The effects in both tables are, as expected, highly significant. We use formula (9b) to calculate the indirect effects for each social class. Because social class is a discrete measure, the indirect effect for each social class has to be interpreted relative to the reference group (the lowest social class). For example, for the highest social class relative to the lowest social class we calculate the indirect effect as: $c \cdot \theta = 1.054 \cdot 0.930 = 0.980$.

Using this strategy, we summarize the direct, indirect, and total effects in Table 4 for each social class, where the total effect is given by the sum of direct and indirect effects (see (9c)). The two last columns in Table 4 also report the relative magnitudes of primary and secondary effects, using the formulae in (10). For example, 51.2 percent of the effect of the low social class on the educational outcome is mediated by academic performance, whereas 38.4 percent is so for the highest social class. A joint test of these primary effects shows that they are statistically significant. The bottom columns of Table 4 provide the two test statistics necessary for testing the indirect effect. The $z$-value, 9.78, of academic performance ($c$) on the educational decision in the logit model is much larger than a critical value of 1.64, and the $F$-
value, 28.18, for the joint test of the effect of father’s social class ($\theta$) on academic performance in the linear model is much larger than the critical value obtained from an $F(4,1891)$ distribution. Because both tests reject the null hypothesis, we conclude that the indirect effect, i.e., the primary effect, is statistically significant.

-- TABLE 4 HERE --

Because we define secondary effects as residual primary effects ($S = 1 – P$), the estimated secondary effects in Table 4 necessarily reflect the estimated primary effects. However, we may want to ascertain whether these secondary effects are statistical significant. To do this we simply evaluate the joint Wald test of the effect of social class ($b$) on the educational decision in the logit model in Table 2. We report this test-statistic, 33.34, in the third final row of Table 4. We find that it is much larger than the critical value obtained from a chi-square distribution with four degrees of freedom. Thus, the joint social class effect on university enrollment is statistically significant, indicating statistically significant secondary effects.

In Table 4 we also report a simple (i.e. unweighed) average of primary and secondary effects across social classes. These percentages give an overall assessment of the extent to which academic performance can be said to mediate the effect of social class on university completion. On average primary effects account for 42 percent of the effect of social class on university completion, while secondary effects account for 100-42 = 58 percent. Secondary effects thus appear to account for a slightly larger proportion than primary effects of the total influence of social origin on the educational decision.

The final part of this analysis is a comparison of the KHB-method and the method suggested by Erikson et al. (2005) and the generalization developed by Buis (2010). Because
the two latter methods each reports two sets of estimates of direct and indirect effects, we follow Jackson et al. (2007) and report their average. Table 5 compares results generated by the three methods (the Appendix contains the output behind the Erikson et al. and Buis results). The immediate impression is that the results are highly similar for all three methods. Only minor deviations occur. On average, the method by Erikson et al. (2005) and its generalization by Buis (2010) return a fairly smaller part attributable to primary effects compared to the method by KHB. Around one percentage point distinguishes the results produced by the methods. This similarity, however, is not a surprise, since both methods use the same data and the measure of academic performance is normally distributed. Consequently, the distributional sensitivity of the methods by Erikson et al. and Buis does not appear to distort the results in this example.

-- TABLE 5 HERE --

4.2 Decomposition with continuous measure of social origin

We now perform a decomposition analysis using the continuous measure of social origin, interpreted as father’s socioeconomic status (SES). Table 6 provides the decomposition results, while we have placed the output behind the table in the Appendix. We find both the direct and indirect effect of SES on university completion to be statistically significant. Around 32 percent of the effect of SES is mediated by academic performance, leaving around 68 unexplained. Because the test statistics in the bottom of Table 6 reject the null hypotheses of no direct or indirect effects, we conclude that both primary and secondary effects are statistically significant. We therefore confirm the results from the previous analysis with the discrete social class measure, namely that secondary effects are comparatively larger than
primary effects. Because SES is a continuous measure, we cannot compare it with the method by Erikson et al. (2005) or the generalization by Buis (2010). This fact suggests that using the KHB-method may be the preferred alternative, because it does not require any assumptions with regards to the distribution of the variable whose effect we want to decompose.

4.3 Decomposition with concomitants

The final two analyses control the decompositions reported in the two first analyses for the influence of two possibly confounding variables, namely intact family and gender (cf. the logit model described in (11)). Table 7 compares the uncontrolled and controlled primary and secondary effects for the discrete measure of social origin, while Table 8 compares the continuous counterparts. From Table 7 we see that controlling the decomposition for intact family and gender reduces the average primary effects from 42 to 39.5 percent, and from Table 8 we see a decline from 31.5 to 30.3. Both reductions are small, and they therefore add to the overall impression that secondary effects are more important than primary effects. Moreover, net of concomitants, both primary and secondary effects are statistically significant, thereby corroborating the conclusions drawn in the previous analyses. We thus conclude that the reported magnitudes of primary and secondary effects are robust to two concomitants that potentially could affect the decomposition results.

The output behind the results in Tables 7 and 8 are available from the authors.
5. Discussion

The distinction between primary and secondary effects has become a topic of interest for educational researchers. How much of the influence of social origin on educational choices is explained by differences in academic performance between students of different social origins, and how much is explained by differences in expected returns to education, triggered by a fear of downward social mobility? In this paper we present a new method that allows researchers to decompose the effect of social origin on discrete educational decisions into primary and secondary effects. The method is based on a general decomposition method recently developed by Karlson, Holm, and Breen (2010). We show that this method is more effective than other methods currently available for decompositions in nonlinear probability models such as logit models. In contrast to the method developed by Erikson et al. (2005) and its generalization by Buis (2010), the KHB-method gives unbiased decompositions, is more intuitive, and is simpler to compute.

Using the KHB-method we find that around 40 and 60 percent of the effect of a discrete measure of social origin on educational choice is attributable to primary and secondary effects, respectively, while the decomposed counterpart of a continuous social origin measure is 30 and 70 percent, respectively. Using a measure of academic ability (an IQ test) similar to one used in this paper, Jackson et al. (2007) report similar findings for the UK. However, they do not investigate whether their results are statistically significant. We do so in this paper and we also find that our results are robust to two possibly confounding variables, namely intact family and gender. However, because other generally unobserved variables may confound the decomposition, these results are only suggestive. If families invest in their offspring’s academic abilities and performance, and these investments are driven by the social demotion motive, then a part of the primary effect may be attributed to the motive, rather than
to cultural or genetic endowments. In other words, investments in academic performance may be a result of a choice-based mechanism, thereby hampering a simple linear decomposition of primary and secondary effects. If this logic holds, primary effects will be overestimated, and the reported secondary effects in this article are lower bound estimates.

However, another—somewhat overlooked—issue related to the estimation of effects may complicate these matters. Measurement error in the academic performance measure will deprive its effect on educational decisions, and primary effects will therefore generally be underestimated. A consequence is that measurement error in academic performance measures establish estimated secondary effects as upper bound estimates. Thus, anticipatory decision making influencing academic performance and measurement error in academic performance measures may counteract each other, the result being that true decompositions lie somewhere in between. Future research will need to develop new methods if it is to overcome these issues. The method developed in this paper may aid such future research.
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Appendix

Deriving the decomposition

Karlson, Holm, and Breen (2010) develop a formal method for making unbiased comparisons of logit coefficients across models without and with potentially confounding variables. Using definitions similar to those in (7), we may write a logit model with only $x$ as:

$$\logit(Pr(1)) = \frac{\alpha^*}{\sigma^*} + \frac{\beta^*}{\sigma^*} x, \quad (A1)$$

The star (*) indicates that the parameters differs from those in (7). We note that the scale parameter, $\sigma^*$, is greater than the scale parameter of the model in (7), $\sigma_e$ (see Yatchew & Griliches, 1985). Consequently, comparing the logit coefficient of $x$ between (A1) and (7) conflates true confounding ($\beta^* - \beta$) with rescaling ($\sigma^* - \sigma_e$). However, Karlson, Holm, and Breen (2010) show how to bring the difference, $\beta - \beta^*$, on the same scale, namely the scale parameter of the model in (7), $\sigma_e$. Replacing the $z$-variable in (7) with the residual of the model in (5), $v$, we obtain a reparametrization of the model in (7). (In the parlance of Karlson, Holm, and Breen (2010), the residual of the model in (5) is the $x$-residualized control variable):

$$\logit(Pr(y = 1)) = \frac{\alpha^*}{\sigma_e} + \frac{\beta^*}{\sigma_e} x + \frac{\gamma}{\sigma_e} v, \quad (A2)$$

which has the same scale parameter as the model in (7), $\sigma_e$, because the two models have the same fit to the data. Karlson, Breen, and Holm (2010) prove this, and they also prove that the underlying beta coefficient, $\beta^*$, in (A2) equals the beta coefficient in (A1). Thus, the logit coefficient of $x$ in the model in (A2) is the total effect of $x$ measured on the scale of the model in (7). Taking the difference between two coefficients, we obtain
\[ \frac{\beta^* - \beta}{\sigma_e} = \frac{\beta^* - \beta}{\sigma_e}. \]  \hspace{1cm} (A3)

This difference is a measure of confounding due to the inclusion of \( z \), measured on the scale of the model including \( z \). This measure does not conflate true confounding with rescaling, because both coefficients are measured on the same scale. It is now straightforward to prove that

\[ \frac{\beta^* - \beta}{\sigma_e} = \frac{\gamma \theta}{\sigma_e} \Rightarrow \beta^* - \beta = \gamma \theta. \]  \hspace{1cm} (A4)

Applying basic principles of OLS to the latent beta coefficients, we may write the coefficients of \( x \) in the linear models underlying (A1) and (7) as:

\[ \beta^* = r_{yx} \frac{\sigma_y}{\sigma_x} \quad \text{and} \quad \beta = \frac{(r_{xy} - r_{xz} r_{yz}) \sigma_y}{(1 - r_x^2) \sigma_x}, \]

where \( r \) denotes the correlation coefficient. Clogg et al. (1995b) show that the difference between these two coefficients equals

\[ \beta^* - \beta = \frac{r_{xz} (r_{yz} - r_{xz} r_{yz}) \sigma_y}{(1 - r_x^2) \sigma_x}. \]  \hspace{1cm} (A5)

Now, the coefficients \( \gamma \) and \( \theta \) from the models in (7) and (5) can be written as

\[ \gamma = \frac{(r_{xz} - r_{xy} r_{yz}) \sigma_y}{(1 - r_x^2) \sigma_z} \quad \text{and} \quad \theta = r_{xz} \frac{\sigma_z}{\sigma_x}. \]

The product of these two coefficients is

\[ \beta_{xz} \theta_{zx} = \frac{(r_{xz} - r_{xy} r_{yz}) \sigma_y}{(1 - r_x^2) \sigma_z} \frac{\sigma_y}{\sigma_x} = \frac{r_{xz} (r_{yz} - r_{xz} r_{yz}) \sigma_y}{(1 - r_x^2) \sigma_x}, \]  \hspace{1cm} (A6)

which equals (A5). We have consequently proven the equality in (A4). In other words, the product of coefficients equals the indirect effect of \( x \) that operates through \( z \). In the situation of logit models, this indirect effect is measured on the scale defined by the model in (7). In this model, the effect of \( x \) is measured on the same scale as the indirect effect, thereby
allowing them to be directly compared. Moreover, because the direct and indirect effects are measured on the same scale, their sum, the total effect, is also measured on the same scale.

We note that this total effect equals the logit coefficient of $x$ in model (A2), $\frac{\beta^*}{\sigma_v}$, not the one in (A1). In summary, we have shown how to decompose, in logit models, the total effect of $x$ into its direct and indirect effects. Karlson, Holm, and Breen (2010) provide a more thorough discussion of the issues of separating confounding and rescaling in cross-model comparisons of coefficients.

Monte Carlo study of performance statistical test

We conduct a Monte Carlo study to learn about the power of the statistical test. The true model is

$$ y^* = \beta x + \gamma z + u, $$

where $x$ and $z$ are normally distributed variables and $u$ follows a standard logistic distribution with mean zero and a standard deviation of 1.81. We construct $z$ such that

$$ z = \theta x + 2v, $$

where $v$ is a normally distributed random error term with mean zero and variance of unity. We divide $y^*$ at its median such that $y$ is distributed 50/50. The values of $x$ are randomly drawn for each sample. We fix $\beta = 1$ and vary the parameters $\gamma$ and $\theta$, reflecting different degrees of confounding (i.e., relative magnitude of the indirect effect). We also vary the sample size. Results for each scenario are based on 1,000 replications. Because the indirect effect is a product of two coefficients, we want to test the following null hypothesis:

$$ H_0 : \gamma = 0 \lor \theta = 0 $$

$$ H_1 : \gamma \neq 0 \land \theta \neq 0 $$
We note that we reject the null whenever both $\gamma$ and $\theta$ is statistically significant from zero; that is, to reject the null hypothesis, we carry out a statistical test for each parameter. The null is true if one of the two parameters cannot be rejected. We specify each test as a two-sided test and use a five percent significance level, leading us to reject the null hypothesis whenever the critical value exceeds $\pm 1.96$.

In Table A1 we report the probability of rejecting $H_0$ in a range of scenarios with varying magnitudes of the indirect effect relative to the total effect. We see that the test performs well. Even for moderate fractions of the indirect effect as in scenario D, where the indirect effect accounts for 20 percent of the total effect, the power is above 90 percent for sample sizes of $N=200$. In fact, whenever the sample size reaches $N=1,000$, irrespective of scenario, the power is high. In scenarios I, J, and K, in which there is the null hypothesis is true (i.e., no indirect effect), we also see that the tests rejects the null hypothesis around 5 percent of the times, as we would expect, when we work with a five percent significance level. Thus, combining the test statistics of $\gamma$ and $\theta$ provides us with a means of testing the null hypothesis of no indirect effect.

-- TABLE A1 HERE --

Monte Carlo study comparing KHB-method with methods by Erikson et al. and Buis

We conduct a Monte Carlo study to learn about the performance of the KHB-method relative to the method by Erikson et al. (2005) and the generalization by Buis (2010). In the study we vary distributions of $x$ and $z$, the degree of confounding, and the distribution of $y$. We draw 5,000 observations and run 500 replications. The true model is

$$y^* = \alpha + \lambda x + \gamma z + u.$$
where $u$ follows a standard logistic distribution with mean zero and standard deviation 1.81. The observed $y$ is defined as

$$y = \begin{cases} 
0 & \text{if } y^* \leq \tau \\
1 & \text{otherwise.}
\end{cases}$$

We vary the distribution of $y$ by combining the values of $\alpha$ and $\tau$ such that they produce three different distributions: 50/50, 75/25, and 95/5. In all simulations, $x$ is a discrete variable, and $z$ is a continuous variable. We vary the distributions of $x$ and $z$ to create scenarios with skewed distributions. We also vary the degree of confounding. We define weak confounding as $r_w = 0.25$ and $\gamma = 1$, yielding a true fraction of the indirect effect of the total effect of about one-fifth, while we define strong confounding as $r_w = 0.50$ and $\gamma = 4$, yielding a true fraction of about two-thirds. We use logit models to assess the degree of confounding and we report the fractions recovered from the true, underlying model, and from the three techniques (KHB, Erikson et al., and Buis). Because the methods by Erikson et al. and Buis each give two fractions, we report, for each method, the average of these fractions (as suggested in Jackson et al., 2007).

Table A2 reports the results of the Monte Carlo study. In the situation of 50/50-distributed $x$ and normal $z$, we see that all three methods correctly recover the true fraction. Even for highly skewed $y$ and strong confounding, the methods are never more than one percentage point off the true fraction. However, when $z$ has a lognormal distribution and $x$ is 50/50-distributed, the methods by Erikson et al. and Buis do not recover the true fraction. This bias appears to vary with the distribution of $y$ and the degree of confounding. The more skew $y$ and the more confounding, the larger the bias. This bias does not exist for the KHB-method. For example, in the situation of 75/25-distributed $y$ and strong confounding, Buis’ method is about 5 percentage points off the true fraction, and the method by Erikson et al. is about 6 percentage points off. The KHB-method is, on the other hand, 0.2 percentage points off, a
negligible bias. To summarize, findings from Monte Carlo study reveal that the methods by Erikson et al. and Buis are biased in situations where the control variable, $z$, is skewed.
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