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Preface

Brands play an expanding role in the modern food industry. They feature in the competitive strategy of firms at all stages of the food marketing chain, and are both a cause and a consequence of change in the food industry. The research presented here identifies relationships between the branding behaviour of Danish food industry firms and their characteristics.

This research is part of the 3-year project “Perspectives for Development of the Danish Food Sector”. The project targets the policy environment surrounding the Danish food marketing chain, and has objectives to:

1. measure changes in function, structure and commercial practice in the Danish food industry, and compare and contrast these with developments in other countries;
2. characterize vertical and horizontal relationships in the Danish food chain, and their role in efficiency;
3. evaluate the efficiency and competitiveness of the Danish food system at each stage of the marketing chain;
4. review and evaluate instruments of Danish, EU and foreign public policy in the development of the food marketing chain; and
5. communicate research results in a number of media.

The research reported here is associated with objectives 1, 2, and 4. Branding behaviour is defined and recent research into its determinants and interpretation is reported. Research hypotheses are specified and explained. Regression models are used to investigate different aspects of branding behaviour and its relationship to firms’ size, commodity orientation, ownership, trade orientation and vertical integration. A discussion section draws inference from these results. A preliminary discussion of policy implications is presented.

The project is partially funded by the Innovations Law of the Danish Ministry of Food and Agriculture. Early versions of the models and early drafts of the report were reviewed by Jørgen Dejgård Jensen

Danish Research Institute of Food Economics, October 2004.

Søren E. Frandsen
The branding behaviour of Danish food industry firms,
1. Introduction

1.1. Background

Brands

Brands are a symbolic construct, typically including name, logo and some sort of visual image or symbol. In general, they are created to represent a collection of information about a product, group of products,¹ or a firm² that distinguishes it from others.

Use of a brand provides a seller with a means of quality-certifying a product, transferring the firm’s goodwill to the product, and otherwise differentiating it from those of competitors (Kohls and Uhl, 1990). Beierlein and Woolverton (1991) identify the benefits of branding as:

- improved market segmentation;
- increased consumer loyalty;
- increased repeat business;
- ease of new product introduction; and
- improved corporate image.

Kaufman et al. (2000) found that on the U.S. market the share of branded sales in all food product sales increased from 7% to 19% in the period 1987-1997. For fresh-cut and packaged salad items the increase was from 1% to 15% in the same period. Casual observation suggests that food products are becoming more intensively branded. Such trends are likely to be occurring in Denmark, although they have not been measured empirically.

Branding behaviour and the food industry

Management in the food industry is increasingly characterised by “brand management”, as numerous food brands have entered the list of the 100 most valuable brands (Businessweek, 2004), although methods for brand valuation vary substantially

¹ So-called “multiproduct brands”
² So-called “corporate brands”
The branding behaviour of Danish food industry firms, (Davis and Spicer, 2004). Brands are frequently bought and sold for large sums. In just one example, Swissinfo (2003) reports that Novartis sold the “Ovaltine” brand to Associated British Foods for 2 billion DKK$^{34}$ in 2003. Merger and acquisition in the food industry increasingly focuses on firms’ acquisition of brands, and this has been recognised in European legal scrutiny of market power in the industry. An example is the requirement that Unilever divest itself of a large number of food product brands as a condition for approval of its acquisition of Bestfoods (EU Commission, 2000).

Issues of the use of brands in vertical competition (between stages of the food marketing chain) have become more topical with the increasing use of retailers’ own-label brands. Borghesani et al. (1999) has suggested that they replace processors’ brands, while Mills (1999) proposes that for processors, contract production of own-label brands is a means of utilizing spare capacity, and may well fit into a processors’ marketing strategy. These relationships have rarely been empirically examined.

In terms of horizontal competition, modern food retailing increasingly offers customers a composite shopping experience that emphasises convenience. It seeks to foster and maintain repeat customers, recognising that it is cheaper to retain customers than to attract new ones (De Kimpe et al., 1997). Food and Drink (2003) estimated that United Biscuits would spend 37.9 million DKK$^5$ in promoting one of its biscuit brands, and that this would add some 75.9 million DKK$^6$ to the value of that brand, in addition to whatever increase in sales was achieved. This level of return encourages promotion of corporate brands in order to maximise shareholder value. In retailing, this has led industry observers to suggest that “the firm has become the brand” (Sparks, 1997), and the idea that “store loyalty replaces brand loyalty” as shoppers prefer to shop at one, familiar, location (Gruen et al., 2002). Sparks (1997) and Collins (2001) have described the importance of retailers’ own-label brands in firms’ strategies to establish store loyalty.

Hughes (2000) describes continual narrowing of food industry channels associated with consolidation at processing, distribution and retail stages of the food chain. Connor (2000) describes this as “food convergence”, and notes two forms it may take. In the first (the “US model”), food manufacturers exercise market power with globally well-known brands. Their economies of scale in processing and promotion com-

---

$^3$ 400 million Swiss Francs
$^4$ 1 billion = $1 \times 10^9$
$^5$ 5.1 million Euros
$^6$ 10.2 million Euros
plement large market shares. In the second form (the “UK model”), retailers exercise market power based on buying power and economies of scope, complemented by the use of retailers’ own-label brands. In both forms, Conner identifies “brand monopoly” (concentration of brands, or a few firms owning the majority of brands) as both a mechanism and an outcome of food convergence.

Ward et al. (2002) examined the response of food processors to growth in retailers’ own-label brands. They find declining market share for processors’ brands in some product categories, but the impacts are different across commodity sectors. Most significantly, Ward et al. find that food manufacturers have responded to retailers’ own-label brands by increasing prices on their brands. Borghesani et al. (1999) propose that second- and third-tier brands are being displaced by own-label on food stores’ shelves, while leading or global brands are maintaining their market share. To the authors’ knowledge, this proposition has not been empirically tested.

Measurement of the market share occupied by retailers’ own brands has received surprisingly little attention from researchers. The UK Competition Commission’s estimates that about 13% of Danish retail food sales were of retailers’ own-label brands in 1995 (figure 1), and that this lags behind the UK, where some authors estimate own-labels to have a market share of over 50% (e.g. Brouwer and Bijman, 2001). France, the Netherlands and Belgium have own-label market shares between 15 and 25%. Ward et al.’s (2002) estimate for the United States is 15% by value and 19% by volume. Moreover, they found that in 40% of all food categories, there had been a statistically significant increase in own-labels’ market share in the previous 3 years, and that 25% of categories showed an increase of over 10%.

Share of the aggregate market is, however, not the whole story as there are substantial differences amongst retail firms in the shares of products, product groups, and sales that are own-label (Dobson, 1999; Ward et al., 2002). Ward et al. found that some categories of own-label (shortening and oil, pickles and relish) had almost zero market share in the US, while frozen poultry had the highest (66%).

---

7 This estimate includes so-called generic brands.
Attempts to explain the observed diversity of market share of own-label brands in Europe have focused on elements of strategy (Borghesani et al., 1999), consumer preferences (Allenby et al., 2002), existing practices and overall stage of development of the retail food industry (Galizzi et al., 1997). Sparks (1997) describes a segmented market for own-label brands, ranging from low-priced generics through to high-quality premium brands that are frequently packaged and presented in a similar manner to processors’ premium brands. Adherence to any specific segment is likely to influence the position occupied by marketing strategy (for processing and retailing firms) and purchasing (for consumers).

The Danish food processing sector is characterised by both strong industrial concentration and the dominance of co-operative ownership in several sectors (Baker, 2003). It also has a long history of successful export performance in pork, dairy and fish products. Although featuring few truly global brands, Danish food processors make
widespread use of brands in both domestic and export markets (Madsen, 1996; Traill and Meulenberg, 2001). However, little is known about the incidence of various forms of branding behaviour, or association between the behaviour and the form and structure of Danish food industry firms.

**Brands and public policy**

The public interest interacts with firms’ branding behaviour in two general ways. First, the number and type of food product brands observed in a market may be the outcome of various trends in the food chain that are considered socially undesirable. Second, brands may be interpreted as instruments of market power, bringing about socially undesirable change of other forms.

Identification of brand-related problems is a challenge to policymaking institutions more familiar with issues of farm income and consumer protection, than with food industry dynamics and competition. Public sentiment can further complicate the definition of policy problems. One example is the perception that the variety of food available to the Danish consumer is declining over time (addressed by Teknologirådet, 2004), although no empirical studies have been made of trends in numbers of Danish products nor brands on sale.

A further challenge is the formulation and implementation of policy to address food industry conduct. Cotterill (1999) reports that U.S. antitrust policy has been brought to bear on the impact of anti-competitive behaviour on consumers, but in general has interpreted brand proliferation as competitive behaviour. Cotterill also proposes that retailers’ own-label brands (which tend to be lower-priced than processors’ brands) offer relief to consumers, although no policy toward own-label brands is recommended. Schmalensee (2001) proposes that although retailers’ own-label brands that are essentially copies of processors’ brands may erode prices, they would also reduce incentives for brand introduction.

Notably, discussion of these impacts is oriented toward consumers, rather than toward firms in the food marketing chain which can also be affected by retailers’ market power. EU merger and acquisition policy has occasionally required divestiture of brands (see also Schmalensee (2001) on U.S. markets), and EU competition policy has addressed processors’ exclusive purchasing or distribution practices (see Baker, 2003).
In summary, there are few established empirical linkages between firms’ conduct, their branding behaviour, and the welfare of other firms in the Danish food industry. This study is an initial attempt to identify those linkages.

1.2. The study

Aims of the study
In what follows, we define branding behaviour as the choices made by firms as to the number of brands to own, the number to introduce in a given period, and the decisions associated with manufacturing retailers’ own-label brands. We use a survey of Danish food industry firms to explain observed differences in branding behaviour in 2002, and changes in that behaviour during a 5-year period 1997-2002. We interpret our results in terms of possible future development paths for the Danish food industry, and food industry policy.

Structure of the report
In the next section we provide an overview of past studies of branding behaviour, and report the results obtained. In section 2 we present our data, and in section 3 our modelling methodology and econometric approach. Section 4 presents results, and section 5 is a discussion of the results in the context of the Danish food industry and public policy, the limitations of the study, and future research into this topic. Annex 1 provides details of the econometric specifications used, and Annex 2 presents details of preliminary steps in the econometric estimation.

1.3. Explanations of firms’ branding behaviour
Schmalensee (2001) proposed a spatial market model in which products occupy fixed “locations”. In this theoretical model, profitability arises from location near to demand (population) centers. New products must then seek profitable location niches, given the locations of existing (already located) brands. In his model, firms prefer competing by market segmentation (locating near to their own existing brands) to locating in unprofitable spaces (in amongst other firms’ brands). A segmented market results, restricting entry in the cases of highly concentrated food industries.
There is some empirical evidence for a relationship between over-supply of breakfast cereal brands and imperfect competition. Gejdensen and Schumer’s (1995) statement to the U.S. house of representatives states that ready-to-eat breakfast cereals have the highest price-cost margins of any product in the U.S. food industry, and the fourth highest of any U.S. product. Schmalensee (2001) notes that none of the ready-to-eat cereal brands introduced between 1950 and 1972 attained market shares above 3%. Connor (1999) estimates that more than 100 new brands appeared in the period 1989-1998, almost none of which ever showed a profit, and almost all of which were withdrawn from the market within five years or less. He notes that between 6 and 13 firms supplied a total of 1000 ready-to-eat breakfast cereal brands on the U.S. market, making it the 5th most concentrated industrial sector (including all industries) in the U.S.

Cotterill (1999) used a spatial market-type model to describe the U.S. market for ready-to-eat breakfast cereal (the product most studied with regard to food industry branding behaviour). He proposes that firms over-supply brands so as to crowd out the product space and minimize the number of profitable locations available to other firms. It is likely that firms with one or more existing brand positions are better placed to over-supply brands: (i) economies of scale are likely to apply to subsequent brand introductions and (ii) profitability of existing brands is raised, even by loss-making brands.

Putsis (1997) used scanner data to examine brand proliferation in 135 food products in 1991 and 1992. Using two linear regression models, he found that the number of new brands is positively related to the prices of both national8 processors’ brands and retailers’ own-label brands. Conversely, he found that concentration of brands (meaning a few firms own the majority of brands) leads to lower costs of introduction and, accordingly, lower prices. Ward et al. (2002) found that expansion of retailers’ own-label brands was positively associated with increased prices for processors’ brands, as processors adopted non-price competitive tools (e.g. advertising and promotions) and focused on maintaining quality differentials. Ward et al. (2002, in U.S. markets) and Dobson (1999, in several European markets) found that the share of retailers’ own-label brands varied significantly amongst commodity groups, and that their shares of the markets exhibited different growth rates.

---

8 A “national brand” is a brand that dominates or “leads” a national market. Other classifications might include “global” brands and “local” brands.
Connor (1981) examined the connection between product introductions and market structure. He looked at 419 new product introductions during 1977-78 in 102 US food product classes. He explained that product proliferation “fills up adjacent product space”, as a defensive strategy to maintain market share and to establish a “full line of products”. Using a simple regression model, Connor found that the number of new brands is positively related to industry concentration, and that product proliferation tends to occur in oligopolistic industry sectors featuring differentiated products. He found that firms’ new brand introductions are positively associated with spending on advertising and promotion. Notably, he found that firms’ new brand introductions in a given product group are slightly negatively correlated with firms’ share of retailers’ own-label brands in sales for that product group.

Zellner (1989) extended Connor’s regression model of new product introduction, using simultaneous equations systems. Zellner also found that the number of brands is positively related to industry concentration. Although he found no influence of firm size on new product introductions, he did find that new product introductions were associated with sales growth. Unlike Connor, Zellner found a negative relationship between product introductions and advertising (a measure of non-price competition). Similar to Puttsis, he found a negative relationship between new product introductions and price-cost margins.

Zellner found that firms’ number of new brands is positively correlated with their number of existing brands. Retailers’ own-label brand share of sales has a negative (although insignificant at 10% level of test) effect on introduction, which is inversely related to the degree of standardization (by regulation). Zellner concluded that firms treat introduction of new brands as a substitute for intense advertising, and that although they are costly to launch, new brands are more profitable than intense advertising of existing ones.

“Portfolio” strategies involving frequency of introduction, relationships between brands and advertising and promotion have been described for the ready-to-eat breakfast cereals market by Gejndenson and Schumer (1999) and Cotterill (1999). Zellner (1989) interpreted new product introduction as a quasi-permanent entry barrier, with long-run cost advantages over advertising and other competitive tools. Mills (1999) explains processors’ portfolio mix of their brands and retailers’ own-label brands as a counter-strategy against retailers. He suggests that their intention is to divert displacement by retailers’ brands to other processors’ brands (the “fighting brands” theory). Mills’ analytic framework includes 2 firms in a vertical relationship: one proc-
essor selling a high quality (perhaps “national”, after Putsis) brand and one retailer producing own-label brands.

Traill and Meulenberg (2002) also bring together portfolio ideas and overall firm strategy. Building on a survey of European firms (Traill, 2000), and case studies of 12 firms, their central argument is that firms behave differently based on their “dominant orientation”: toward one of “product”, “process” and “market”. Traill’s survey data recorded characteristics of firms, including their size, branding behaviour (particularly choices between processors’ or retailers’ own-label products), ownership type (public, private, co-operative), as well as the size and nature of the market served.

Traill and Meulenberg (2002) found that processing firms with a high reliance (>50%) on retailers’ own-label brands emphasise both new product development and process innovation. They found that co-operative-owned firms have fewer new product introductions than firms with other forms of ownership, but are perhaps more process innovative than other firms. They found some support for the argument that private companies are more product-oriented than public companies. Interestingly, they found no relationship between firms’ sizes and their form and extent of innovation. However, the larger and more heterogeneous is the market served, the more innovative (in product and process) is the firm. In the absence of other data, these authors used export intensity (>50% being defined as “high”) as a measure of market size and heterogeneity.

Authors have been able to explain several measures of firms’ branding behaviour with variables describing the structure and conduct of those firms. They have also consistently identified relationships amongst variables describing branding behaviour. In the next section we use these results to develop hypotheses, and apply them to our data.
The branding behaviour of Danish food industry firms, FØI
2. Model and data

2.1. Measurement issues

Measurement of branding behaviour

Ideal measures of firms’ branding behaviour would include strategic and management information regarding the positioning, grouping, sales, purchase and valuation of brands. Brand-related data (e.g. advertising and promotion) are also desirable, and have been used in several of the studies described above. Standardisation of such information across a sample of firms places one constraint on its inclusion in this study, but in any case its collection is precluded by confidentiality. Detailed firm-level data (e.g. management effort, advertising, research and development) is unlikely to be collected in a mail survey.

We compromise between ideal measures and those that are both meaningful, and likely to be willingly provided by firms. We measure individual firms’ branding behaviour by numbers of brands owned (a stock variable), numbers of new brands introduced annually (a flow variable) and the % of sales occupied by retailers’ own-label brands (a stock variable). We also measure changes in the values taken by these variables, generating more flow variables.

Measurement of firms’ characteristics

From the available literature we note the recurrence of several variables thought to be influential in explaining a firm’s branding behaviour. These include the firm’s size, and commodity sector specialisation, and the degree of competitiveness of industry segments or markets served. We measure and apply each of these variables for each firm, as well as firms’ degree of vertical integration, orientation and performance in international trade, stage of the marketing chain, and others. Several previous studies have used firm-level data on price-cost margins and profitability. As noted above, such variables are subject to measurement and collection difficulties. Although our focus is on firms’ characteristics, rather than performance, we use a derived measure of value-added.
We also propose that firms’ branding behaviour is associated with their attitudes to the food industry’s commercial and policy environment. Firms’ definition of specific aspects of the food marketing chain as problems is likely to be associated with particular aspects of their branding behaviour. These include firms’ views on the market share held by retailers’ own-label brands, the extent of market power at processing and retail stages of the food marketing chain, and the proposition that the Danish food marketing chain “produces too few new products”.

2.2. Data

Survey

A survey of Danish food industry firms was conducted between November 2003 and February 2004. A sample of 940 Danish food processing and distribution firms was assembled, which after rejections for duplication, industry exit and merger yielded 700 firms. These were all contacted by telephone and invited to participate in the survey. A second telephone call was used to remind participating firms, and eventually 109 completed questionnaires were received (a 16% response rate). Of the respondents, 69 were food processors, 29 were food distributors, 9 were input suppliers and 4 were other actors in the food marketing chain. The relevant Danish populations are believed to be about 350 food processors, and about 600 food distributors and input suppliers (Baker, 2003).

The survey questionnaire featured questions on basic information on firms’ size, structure and functions, sought firms’ views on food industry problems and opportunities, and their estimates of the form of financial impacts of food-related policies in 30 specified regulatory areas. The current study utilises the descriptive data from the first part of the questionnaire (see figure 2), and isolated questions from the policy-related sections of the questionnaire.

9 A full description of the survey and listing of its raw results are available in Baker et al. (2004).
10 Excluding a large number of small bakeries and patisseries.
11 The list of regulatory areas was compiled from a review of the legal basis of Danish food industry policy by Hamann and Baker (2004).
12 A copy of the questionnaire and associated publications are available at www.dfk.foi.dk and from the authors.
The six questions directed at branding behaviour are those from 26E\textsuperscript{13} to 31. Firms were asked to report the number of brands they own (in 2002 and in 1997), the number of new branded food products introduced (in 2002 and in 1997) and the share of sales value occupied by retailers’ own-label brands (in 2002 and in 1997). Other sur-

\textsuperscript{13} The question adopts the name ”26E” as, due to the addition of another question, question number 26 appeared twice.
vey questions used to characterise responding firms for 2002 include stage on the marketing chain and commodity specialisation (questions 2-5), its size (9-10), degree of specialisation in the food industry (11-13), vertical integration by ownership of the firm (14-16), ownership outside the food industry (17), vertical integration by ownership of assets (20-26) and trade intensity expressed as share of sales exported and agricultural purchases imported respectively (18-19).

Questions regarding food industry policy issues consisted of several “problem statements”, to which firms could respond with “I agree” or “I disagree”. These statements included:

- "The Danish food industry produces too few new products"
- "Food retailers' own-label brands have too large a share of the Danish market"
- "Danish food processors have too much market power"
- "Danish food retailers have too much market power"

Table 1 summarises the responding firms’ distribution across commodity sectors and stages of the food marketing chain.

<table>
<thead>
<tr>
<th>STAGE of food marketing chain</th>
<th>Distribution</th>
<th>Farm</th>
<th>Input supply</th>
<th>Retail</th>
<th>Processing</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meat</td>
<td>2</td>
<td>1</td>
<td></td>
<td>9</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Fish</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>16</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>Fruit and vegetables</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Sugar and oils</td>
<td></td>
<td>2</td>
<td></td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dairy</td>
<td>1</td>
<td>3</td>
<td></td>
<td>10</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>Grains</td>
<td>1</td>
<td>1</td>
<td></td>
<td>8</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Poultry</td>
<td></td>
<td>1</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tea and Coffee</td>
<td></td>
<td>3</td>
<td></td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ingredients</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Non-alcoholic beverages</td>
<td>1</td>
<td></td>
<td></td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Alcoholic beverages</td>
<td>2</td>
<td></td>
<td></td>
<td>2</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Tobacco</td>
<td>1</td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Other specialised sector</td>
<td>1</td>
<td></td>
<td></td>
<td>7</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Non-specialised sector</td>
<td>3</td>
<td>1</td>
<td></td>
<td>2</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td><strong>Totals</strong></td>
<td><strong>27</strong></td>
<td><strong>3</strong></td>
<td><strong>9</strong></td>
<td><strong>1</strong></td>
<td><strong>69</strong></td>
<td><strong>109</strong></td>
</tr>
</tbody>
</table>

Table 1. Subdivision of respondents by stage and sector
Table 2 presents summaries of the values for firms’ characteristics, e.g., firms’ size (question 9 and 10), ownership and vertical integration (14-17 and 20-26), product and trade orientation (11-13 and 18-19), and branding behaviour (26E-31).

### Table 2. Basic information about responding firms

<table>
<thead>
<tr>
<th>No.</th>
<th>Topic</th>
<th>Min.</th>
<th>Max.</th>
<th>Average</th>
<th>Non-response</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>No. of employees (full time equivalent)</td>
<td>1</td>
<td>2,900</td>
<td>146</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>Annual sales (million DKK)</td>
<td>7.0</td>
<td>4,300.0</td>
<td>342.8</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>% ownership of firm by food processing firms</td>
<td>0%</td>
<td>100%</td>
<td>92%</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>% ownership of firm by food retailing firms</td>
<td>0%</td>
<td>100%</td>
<td>4%</td>
<td>25</td>
</tr>
<tr>
<td>13</td>
<td>% ownership of firm by farmers or farm co-operatives</td>
<td>0%</td>
<td>100%</td>
<td>5%</td>
<td>30</td>
</tr>
<tr>
<td>14</td>
<td>% ownership of firm by food processing firms</td>
<td>0%</td>
<td>100%</td>
<td>49%</td>
<td>15</td>
</tr>
<tr>
<td>15</td>
<td>% ownership of firm by food retailing firms</td>
<td>0%</td>
<td>100%</td>
<td>2%</td>
<td>25</td>
</tr>
<tr>
<td>16</td>
<td>% ownership of firm by farmers or farm co-operatives</td>
<td>0%</td>
<td>100%</td>
<td>11%</td>
<td>23</td>
</tr>
<tr>
<td>17</td>
<td>% ownership of firm by firms outside the food industry</td>
<td>0%</td>
<td>100%</td>
<td>37%</td>
<td>20</td>
</tr>
<tr>
<td>18</td>
<td>% of value of purchases of agricultural raw materials that are imported</td>
<td>0%</td>
<td>100%</td>
<td>26%</td>
<td>16</td>
</tr>
<tr>
<td>19</td>
<td>% of value of sales that are exported</td>
<td>0%</td>
<td>100%</td>
<td>41%</td>
<td>8</td>
</tr>
<tr>
<td>20</td>
<td>number of units owned, that supply agricultural inputs and raw materials</td>
<td>0</td>
<td>13</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>number of units owned, that process or manufacture food products</td>
<td>0</td>
<td>6</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>number of warehouses, storage, wholesale and distribution units owned</td>
<td>0</td>
<td>6</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>number of retail shops owned</td>
<td>0</td>
<td>1</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>number of restaurants owned</td>
<td>0</td>
<td>0</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>number of other establishments owned (specify…)</td>
<td>0</td>
<td>1</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>number of other establishments owned (specify…)</td>
<td>0</td>
<td>0</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>26E</td>
<td>Number of food product brands owned by the firm 2002</td>
<td>0</td>
<td>200</td>
<td>7</td>
<td>18</td>
</tr>
<tr>
<td>27</td>
<td>Number of food product brands owned by the firm 1997</td>
<td>0</td>
<td>150</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>28</td>
<td>Number of new branded food products introduced in one year 2002</td>
<td>0</td>
<td>10</td>
<td>0.63</td>
<td>20</td>
</tr>
<tr>
<td>29</td>
<td>Number of new branded food products introduced in one. Year 1997</td>
<td>0</td>
<td>25</td>
<td>0.69</td>
<td>32</td>
</tr>
<tr>
<td>30</td>
<td>What % of value of sales are retailers’ own-brands 2002</td>
<td>0%</td>
<td>100%</td>
<td>21%</td>
<td>23</td>
</tr>
<tr>
<td>31</td>
<td>What % of value of sales are retailers’ own-brands 1997</td>
<td>0%</td>
<td>100%</td>
<td>15%</td>
<td>35</td>
</tr>
</tbody>
</table>

Several variables have been constructed from these responses for the purposes of this analysis. We employ, as a measure of firm size, the number of employees. A proxy measure of value-added is calculated as annual revenue/number of employees. Several derived measures of vertical integration are used: % ownership by firms from other stages of the food chain is used to measure ownership by retailers, by farmers or farm co-operatives and by food processing firms; a second set of vertical integration measures use the survey responses on asset ownership (questions 20-26), to construct
counts of the number of assets owned by each firm outside the stage of the chain that the firm belongs to.

Measurement of firms’ attitudes to the market and policy environment uses responses to the four problem definitions outlined above. Table 3 summarises the numbers of firms (out of 109) agreeing with each of the problems statements outlined above.

<table>
<thead>
<tr>
<th>Problem statement</th>
<th>Number of firms agreeing with statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;The Danish food industry produces too few new products&quot;</td>
<td>46</td>
</tr>
<tr>
<td>&quot;Food retailers' own-label brands have too large a share of the Danish market&quot;</td>
<td>31</td>
</tr>
<tr>
<td>&quot;Danish food processors have too much market power&quot;</td>
<td>37</td>
</tr>
<tr>
<td>&quot;Danish food retailers have too much market power &quot;</td>
<td>64</td>
</tr>
</tbody>
</table>

### 2.3. Hypotheses concerning explanatory variables

**Interactions between branding behaviour variables**

Consideration of brand management in the context of brand portfolios leads us to propose that firms that own many brands are likely to introduce more new brands, and vice-a-versa. It also suggests that firms with high levels of sales as retailers’ own-label brands would own few brands of their own (Cotterill, 1999; Putsis, 1997; Conner, 1981). However, Mills’ (1999) extension of this portfolio theory suggests that firms would introduce new brands alongside their sales of retailers’ own-label brands, as part of a defensive strategy. We hypothesise a positive relationship between numbers of brands owned and numbers of brands introduced, and between numbers of brands introduced and sales share of retailers’ own-label brands. We propose a negative relationship between numbers of brands owned and sales share of retailers’ own-label brands.

**Firm size and features of ownership**

Intuition suggests that large firms are likely to own more brands than small firms, and to introduce more new brands. This hypothesis is supported weakly by Zellner (1989), but contradicts Traill and Meulenberg (2002). We suggest that large firms are likely to operate in concentrated industry segments, and there is an established positive relationship between concentration and brand ownership, and concentration and brand introductions (Cotterill, 1999; Putsis, 1997; Conner, 1981). We therefore hy-
pothesise a (indirect) positive relationship between a firm’s size and the numbers of brands it owns, as well as between the firm’s size and the numbers of new brands that it introduces. No specific relationship is proposed between a firm’s size and the share of its sales that are retailers’ own-label brands.

Traill and Meulenberg (2002) suggest that cooperatively-owned firms are oriented toward innovation in “process”, rather than “product”. We interpret this to mean that co-operative ownership bears a negative relationship to numbers of brands owned, and to numbers of new brands introduced. Co-operatives’ farmer-orientation suggests a negative relationship with the share of sales as retailers’ own-label brands.

We propose that firms’ ownership from outside the food industry is positively associated with numbers of brands owned, as we expect that investment from outside the food industry would target well-established brands. However, we propose the opposite effect on new brand introductions, as non-food firms would generally lack expertise in food brand development. We propose a negative relationship between non-food industry ownership of firms and the share of sales as retailers’ own-label brands, because that would be inconsistent with a brand-oriented investment strategy.

The connection between vertical integration and branding behaviour has not been addressed in the literature we have reviewed. Two intuitively-appealing hypotheses arise. In one, firms vertically integrate in order to better control quality and information flows as described by Hennessy (1999). Both quality control and information flows are associated with brand ownership and management. In the second hypothesis, vertical integration is an alternative strategy to branding, adopted where brand management has proven difficult due to transactions and other costs (Frank and Henderson, 1992). We propose that both positive and negative relationships might exist amongst our sample of firms, as it is drawn from a variety of commodity sectors, so that an estimate’s sign remains indeterminate a priori. We do propose, however, that vertical integration is negatively related to sales share of retailers’ own-label brands. Furthermore, we propose that ownership by a retailer is a special case of vertical integration, and is likely to be positively associated with use of retailers’ own-label brands, but negatively related to brand introduction and brand ownership.

**Value added**

Intuition suggests that firms with popular brands will be firms that exhibit high value-added, and that retailers’ own-label brands appropriate value-added to the retailer and
away from other stages of the food marketing chain. However, if a small proportion of brands are profitable (Cotterill, 1999), then a firms’ value-added may be unrelated to its branding behaviour. We propose that share of sales as retailers’ own-label brands are negatively associated with value-added, but offer no hypothesis about brand ownership and brand introductions.

**Trade orientation**

The available literature offers little insight into relationships between firms’ international trade orientation and branding behaviour. Intuitively, importing firms might be viewed as traders, and be expected to own and introduce few brands. However, specialist processors may rely on specific imported raw materials (e.g. durum wheat, tobacco) for their branded products. We offer no hypotheses *a priori* about the relationship between firms’ imported shares of raw material purchases and brand introductions, but we propose that import-oriented firms would own few brands (a negative relationship). No hypotheses are offered regarding relationships between trade orientation and use of retailers’ own-label brands.

Exporting firms might be expected to introduce few new brands, as they serve specific foreign markets that are likely to be demanding of consistent supply and quality, rather than product innovation and brand proliferation. Because export sales might normally be associated with low levels of market power (at least on the foreign markets served), the results of Conner (1981), Cotterill (1999), Putts (1997) and Zellner (1989) would suggest a negative relationship between the share of sales as exports and both brand ownership and brand introduction. Traill and Meulenberg (2001) conclude the opposite: that firms serving diverse markets (they use export intensity as a proxy measure) tend to produce many new brands.

**Commodity sector**

We propose that firms in different commodity sectors will exhibit different branding behaviour. Casual observation of retail fresh fish, meat and vegetables sales in Denmark suggests that these products are usually sold unbranded. However, the opposite statement applies to dairy. Accordingly, we propose a negative relationship between firms’ brand ownership and membership of fish, meat and fruits and vegetables’ sectors, and a positive relationship for dairy. We recognise potentially-conflicting hypotheses due to interactions with a number of other variables (e.g. vertical integration, use of retailers’ own-label brands, and co-operative ownership), and so maintain these
variables in the regressions described below. Sectors with low brand ownership (we propose meat, for example) would also be expected to feature low levels of brand introduction. Our hypothesis is that one or more commodity sectors will show a significant association with share of sales as retailers’ own-label brand.

Stage of the food marketing chain

No publicly-available research has examined the distribution of brand ownership and introduction within the food marketing chain, beyond cataloguing rises in prevalence of retailers’ own-label brands. Intuitively, we expect a positive relationship between numbers of brands owned and membership of the processing stage. Casual observation suggests that large and diversified food distributors also own large numbers of brands, so we offer these two hypotheses. We also expect food processors, as opposed to firms from other stages, to exhibit high levels of sales as retailers’ own-label brands. We propose that food distributors would be by-passed by retailers in securing supplies of own-label brands, so yielding a negative relationship.

Firms’ views on food chain organisation and competitiveness

We recognise that relationships between firms’ branding behaviour and their views on issues of food industry policy are likely to be complex. Two conflicting hypotheses are apparent: first, that a firm’s expression of a particular view is associated with that firm’s failure to overcome a particular problem; and second, that the view is expressed despite success in overcoming it, possibly at a disappointing level of profitability that is associated with a specific branding strategy. As an example, firms with the view that retailers’ own-label brands’ market share is “too large” may either have failed to introduce or sustain their competing brands, or alternatively may have seen their brands maintained but at a lower level of profitability. Similar examples might be constructed for firms’ statements about market power by processors and retailers, and about the overall number of new food products being introduced to the Danish market. Despite the lack of clear hypotheses with regard to firms’ definitions of food industry problems, we maintain these variables in the analysis to provide insight into the definition of such problems. Its association with specific aspects of branding behaviour has important policy implications.
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3. Empirical model

3.1. Model approach

We propose six models of branding behaviour: one for each of six defined measures of branding behaviour that constitute the models’ dependent variables (questions 26E-31 in the questionnaire). We employ a variety of estimation approaches that reflect data considerations, specifically the form and distribution of dependent variables. We draw inference from model parameter estimates, and also from observed consistency and contradiction between models.

3.2. Specification

Annex 1 provides a technical discussion of steps taken in model specification.

Data

Owing to the large number of missing values in the data set, we adopt Griliches’ (1986) procedure to compensate by generating artificial data points based on individual firms’ distributions of explanatory variables. Missing values in the dependent variables are maintained.

The various dependent variables (representing branding behaviour) used in the study all feature bounded distributions. The number of brands owned by a firm and the number of brands introduced by the firm in the previous years cannot take negative values (they are so-called count data), and the share of firm revenue sold as retailers' own-label brands can only take values between 0 and 1 (0-100%, so-called fractional data). This introduces difficulties for specification of models relating branding behaviour to firms’ characteristics, because parameters estimated by Ordinary Least Squares (OLS) may imply predicted values that lie outside feasible limits for branding behaviour (e.g. negative numbers of brands owned or retailers’ own-label brands making up >100% of sales. Alternative model specifications are therefore explored.

Models of current branding behaviour

We may ensure non-negativity of predictions of number of brands owned and the number of new brands introduced in a number of ways. One solution is to run a sim-
ple OLS regression on a logarithmic transformation of the dependent variable. However, this approach is not viable because a non-trivial fraction of the observations are zeroes. Instead, a non-linear specification, the Poisson model, is chosen. The Poisson specification is well suited for count data models, and it has some desirable properties, including consistency and ease of implementation.

With respect to the share of retailers' own brands in sales, a specific logarithmic transformation of the dependent variable (the so-called log-odds ratio – see Papke and Wooldridge, 1996) may lend itself to linear OLS regression. However, as before, this would preclude a significant number of observations lying on the boundaries (i.e. taking values of 0 or 1). Another non-linear specification, the logistic model, is employed instead. It is generally preferred to alternative functional forms defined over the [0;1] interval because it is relatively easy to implement. The two specifications are described in more detail in Annex 1.

**Change in branding behaviour**

The models explaining the change in branding behaviour also feature bounded dependent variables. However, the bounds are more complex and different specifications are needed. The change in the number of brands owned and the change in the number of new brands introduced may take both negative and positive values. While the variables are unbounded from above, there is a lower bound defined as the negative of the 1997-values. For instance, a firm may reduce the number of brands owned, but not by more than the number of brands in stock in 1997. The lower bound on the dependent variables is in itself a variable and no simple specification can accommodate this. We therefore use a simple linear OLS regression, recognising that parameter estimates will be constant and predictions may fall outside the permitted range.

The change in retail brands' share in sales is similar to fractional data as it is bounded both from above and from below. However, the bounds are different. The maximum possible changes in the retail brands share of sales is from 0 to 1 (0% - 100%) or from 1 to 0 (100% - 0%), yielding a permitted range of [-1;1]. To accommodate this interval, we simply scale the dependent variable by adding 1 and dividing by 2. This gives the dependent variable the [0;1] interval of a standard fractional variable, and we can
use a logistic specification to derive estimates. For interpretation we rescale the parameter by multiplying by 2.\textsuperscript{14}

3.3. Measure of goodness of fit

The non-linear specifications are estimated using Maximum Likelihood. This method yields more precise estimates than alternative non-linear techniques (such as Non-linear Least Squares – see Annex 1 for a short discussion). However, unlike Least Squares methods, Maximum Likelihood does not produce any measure of the goodness of fit usable for model comparison. A variety of statistics has been constructed in the literature to provide a usable measure (see e.g. Maddala, 1983). We adopt the very simple pseudo-$R^2$ suggested by MacFadden (1974 - cited in Wooldridge, 2002) given as

$$
Pseudo\  R^2 = 1 - \frac{\ell_{model}}{\ell_{intercept}}
$$

where $\ell_{model}$ is the logarithm of the likelihood value of a specification including all explanatory variables and $\ell_{intercept}$ is the logarithm of the likelihood value of the specification including only the intercept.\textsuperscript{15} The pseudo-$R^2$ takes a value between 0 and 1 and measures the degree, to which the fit of the model is improved by including explanatory variables. However, the measure does not have the exact same interpretation as the traditional $R^2$, and conclusions based on these statistics should be drawn with care.

\textsuperscript{14} We do not subtract the 1. As the parameter estimates are essentially derivatives, any added scaling constant disappears.

\textsuperscript{15} As the logarithm of likelihood values are always negative, $|\ell_{intercept}| > |\ell_{model}|$, and their ratio is always between 0 and 1.
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4. Results

4.1. Estimates of model parameters

Estimation of the six models produced a large number of parameter estimates. The raw results are presented in annex 2 (tables A1 on current branding behaviour and A2 on change in branding behaviour). Relatively few of the variables in the models are significant, even at a 10% level of test. One reason for this is the statistical uncertainty associated with the large number of variables included in the models. To obtain more efficient estimates, a second set of models has been specified, from which insignificant variables have been excluded. Starting from the raw results, this entails a multiple-step procedure (excluding one variable at a time, starting with the most insignificant ones). At each step a hypothesis is tested of joint insignificance of all excluded variables. This proceeds until all insignificant variables are excluded, or the joint-insignificance hypothesis is rejected. The remaining variables are retained in the models, and the resulting parameter estimates are reported in tables 4 and 5.

Parameter estimates in tables 4 and 5 have been transformed for ease of interpretation. Interpretation of their signs is, as usual, of positive or negative correlation between the dependent and independent variables. However, interpretations of their magnitudes require consideration of the nature of each of the dependent and independent variables. The transformations employed, and the interpretation of the parameters, are discussed in Annex 2.

4.2. Model performance

The models explaining current branding behaviour, particularly with respect to the number of brands owned seem to fit the data well. We find a reasonable number of significant variables (some of them highly significant) and the estimates generally conform to our hypotheses presented in section 2.3 (discussed in more detail below).

The models of the change in branding behaviour are less impressive in terms of goodness-of-fit. The \( R^2 \) measures on the two OLS regressions (change in the number brands owned and change in the number of new brands introduced) are low and the pseudo-\( R^2 \) measure in the model of change in sales share of retail brands is practically

\[ \text{Connor (1981) achieves, in a similar regression analysis, } R^2 = 0.46. \]
Table 4. Models of branding behaviour

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Equation</th>
<th>No. of brands owned</th>
<th>No. of brands introduced</th>
<th>Retail brands’ share of sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>1.585*** (4.609)</td>
<td>0.940* (1.911)</td>
<td>0.069 (0.206)</td>
<td></td>
</tr>
<tr>
<td>Brands owned (#)</td>
<td></td>
<td>-1.221*** (4.281)</td>
<td>-0.259*** (-2.809)</td>
<td></td>
</tr>
<tr>
<td>Brands introduced (#)</td>
<td>52.779*** (9.108)</td>
<td>- (4.034)</td>
<td>-9.806*** (4.034)</td>
<td></td>
</tr>
<tr>
<td>Retail brands share (%)</td>
<td>-1.641** (-2.526)</td>
<td>1.875*** (5.999)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Owned by non-food (%)</td>
<td></td>
<td>-0.717 (-1.487)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Owned by retailer (%)</td>
<td></td>
<td>-3277.135*** a)  (7.816)</td>
<td>0.226** (2.040)</td>
<td></td>
</tr>
<tr>
<td>Employment (Ln)</td>
<td>0.325*** (3.397)</td>
<td>0.355** (2.445)</td>
<td>-0.087* (-1.913)</td>
<td></td>
</tr>
<tr>
<td>Value added (Ln)</td>
<td></td>
<td>-0.933* (-1.864)</td>
<td>0.181** (2.228)</td>
<td></td>
</tr>
<tr>
<td>Import intensity (%)</td>
<td>0.742** (2.044)</td>
<td>-1.475*** (-3.879)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Export intensity (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meat sector (0/1)</td>
<td>-79.051*** (-2.708)</td>
<td>-100*** (-46.902)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dairy sector (0/1)</td>
<td>85.668 (1.604)</td>
<td>-61.125** (-2.567)</td>
<td>25.006** (2.368)</td>
<td></td>
</tr>
<tr>
<td>Distributor stage (0/1)</td>
<td></td>
<td>-67.567** (-2.423)</td>
<td>36.704*** (2.833)</td>
<td></td>
</tr>
<tr>
<td>Processor stage (0/1)</td>
<td>45.976* (1.710)</td>
<td>-2.423 (2.368)</td>
<td>26.877*** (3.563)</td>
<td></td>
</tr>
<tr>
<td>Problem: Processor too much power (0/1)</td>
<td>-44.722* (-1.673)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Max. log-likelihood: -248.03 -59.65 -36.35
No. of iterations used: 9 11 9
Pseudo-R²: 0.79 0.50 0.17

Notes:
Parameter estimates measure the % change (first two columns) or the %-point change (last column) in the dependent variable associated with a marginal change in the independent variable (see annex 2 for details). Figures in parentheses are t-test critical values. Asterisks indicate statistical significance at 1% level of test (***), 5% (**) and 10% (*).
a) the estimate should be interpreted as a app. 3% fall in the number of new brands introduced associated with a 0.001% rise in ownership by retailer.

The poor model fit may be explained by very limited variation in the dependent variables. The practical consequence is that adding independent variables to the intercept does not improve the model’s explanatory power to any great extent. In turn, this is also reflected in the small number of significant variables. We are, however, not purporting to provide an exhaustive explanation for change in firms branding be-
haviour, but rather to identify factors affecting it. As the results are generally meaningful and consistent with prior hypotheses, we are satisfied with the performance of the models.

Table 5. Models of change in branding behaviour (1997-2002)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Change in no. of brands owned</td>
</tr>
<tr>
<td>Constant</td>
<td>5.937** (2.133)</td>
</tr>
<tr>
<td>ΔBrands owned (#)</td>
<td>-</td>
</tr>
<tr>
<td>ΔBrands introduced (#)</td>
<td>-</td>
</tr>
<tr>
<td>ΔRetail brands share (%)</td>
<td>-6.446*** (-2.649)</td>
</tr>
<tr>
<td>Owned by retailer (%)</td>
<td>0.098* (1.830)</td>
</tr>
<tr>
<td>Employment (ln)</td>
<td>1.376** (2.017)</td>
</tr>
<tr>
<td>Meat sector (0/1)</td>
<td></td>
</tr>
<tr>
<td>Problem: Retail brands too high market share (0/1)</td>
<td>0.900** (2.363)</td>
</tr>
<tr>
<td>Problem: Processor too much power (0/1)</td>
<td>6.387** (2.328)</td>
</tr>
<tr>
<td>Max. log-likelihood</td>
<td></td>
</tr>
<tr>
<td>No. of iterations used</td>
<td></td>
</tr>
<tr>
<td>Pseudo-R²</td>
<td>0.09 a)</td>
</tr>
</tbody>
</table>

Notes:
Parameter estimates measure the absolute unit change (first two columns) or the %-point change (last column) in the dependent variable associated with a marginal change in the independent variable (see annex 2 for details). Figures in parentheses are t-test critical values. Asterisks indicate statistical significance at 1% level of test (**), 5% (*) and 10% (*).

4.3. Interactions amongst branding behaviour variables

The analysis supports section 2.3’s hypotheses on the interaction between branding behaviour variables. Firms that own a lot of brands tend to introduce many each year, and tend to have a small share of sales as retailers’ own-label brands. Firms that introduce a lot of brands each year also have a large share of sales as retailers’ own-label brands.

The robustness of this result is indicated by their internal consistency in terms of sign and significance: the negative coefficient of retailers’ own-label brands share in the equation for number of brands owned (row 4, column 1 of table 4) is mirrored by the
negative coefficient for the number of brands owned in the equation for retailers’ own-label brands’ share (row 2, column 3); and the positive coefficient for the number of brands owned in the equation for number of brands introduced is mirrored by the positive coefficient for the number of brands introduced in the equation for the number of brands owned.

The magnitudes of the correlations require further comment. Results indicate, for example, that firms for which retailer’s own-label brands account for 1% more of sales than the sample average tend to have 1.64% fewer processors’ brands (row 4, column 1 of table 4) than the average firm in the sample. Those firms have also introduced 1.87% more new brands than the average firm in the survey (row 4, column 2).

The interaction between the variables measuring changes in firms’ branding behaviour is less pronounced (see table 5). The only significant coefficient is a negative correlation between the change in the number of brands introduced and the change in the sales share of retail brands (row 4, column 2). This suggests that firms that have increased their involvement with retailers’ own-label brands tend to reduce their rate of brand introductions over time. In combination with table 4’s result (that firms that introduce a lot of new brands also tend to have a high proportion of sales as retailers’ own-label brands), this result strongly supports the conjecture by Mills (1998) that the defensive portfolio strategy is not viable in the long run. In particular, the relationship between longer-run changes in the two variables will be negatively correlated.

4.4. Firm size and features of ownership

Positive correlations are established between the size of the firm (measured by the number of employees) and the number of brands owned, and the number of new brands introduced. Results indicate that firms with 1% more employees than average own 0.33% more brands (row 7, column 1 of table 4) and introduce 0.35% more new brands (row, column 2). This supports our earlier hypothesis, based on other authors’ previous research findings that numbers of brands owned, and numbers of new brands introduced, are positively correlated with firm size.

Because larger Danish firms tend to operate in more concentrated industries, the result also supports our hypothesis that branding is more frequent in such industries. Our results indicate that larger firms are expanding their stock of brands over time faster than the industry average (row 6 of table 5), perhaps reflecting the increasing concentration in the Danish food industry.
We identify no significant relationship between firms’ size and their use of retailers’ own-label brands, also supporting our earlier hypothesis. This suggests that both small and large Danish firms are involved with production of retailers’ own-label brands.

Contrary to our prior hypotheses, we find that few measures of firm ownership and vertical integration are significant in explaining branding behaviour. We find no indication that cooperative ownership, nor ownership by firms outside the food sector, nor measures of upstream and downstream vertical integration have any influence on branding behaviour.

The one exception is that a firm’s level of ownership by a retailer is positively correlated with sales share of retailers’ own-label brands (row 6, column 3 of table 4) as well as the change in the retailers’ own-label brands’ share (row 5, column 3 of table 5). We find no relationship between retail ownership and number of brands owned by a firm, but our results strongly indicate that firms with a high % ownership by retailers are disinclined to introduce new brands (row 6, column 2 of table 4). Examination of the data reveals that all the firms in the survey that are, to any extent, owned by retailers did not introduce a single new processors’ brand in 2002. Drawing on our reasoning developed in section 2.3, this suggests that retailers invest in the food industry to boost production of retailers’ own-label brands, and/or to limit the introduction of (competing) processors’ brands. It would appear that considerations of quality control and information exchange for processors’ brands do not motivate Danish retailers’ investments in food processors and distributors.

4.5. Value added

The analyses offer relatively weak evidence to support our hypotheses on the relationships between firms’ branding behaviour and their value added. There is no significant correlation between firms’ number of brands owned and their value added, implying that a large brand portfolio may include both successful and unsuccessful brands. Similar arguments can be presented with respect to the number of new brands introduced.

We also identify a (albeit barely-significant) negative relationship between value added and the sales share of retailers’ own-label brands. This may indicate that value added by retailers’ own-label brands (as opposed to other forms of brands) may be being transferred along the food marketing chain, and away from the firms that produce
the brands. This has important implications in explanations of retailers’ strategies within the Danish food industry, and these are discussed further below.

4.6. Trade orientation

We find that import intensity is a significant variable in all three models of branding behaviour. Compared to the Danish food industry average, we find that firms with a higher than average share of imports in their purchased agricultural raw materials own more brands, introduce fewer new brands, and have a higher share of sales as retailers’ own-label brands. This contradicts our earlier hypothesis (that of a negative relationship between import intensity and number of brands owned), and we can offer no robust explanation. This issue is returned to below.

Firms’ export intensity (like import intensity) is negatively associated with new brand introductions, and is highly significant. This result supports our hypothesis, as we expected exporting firms to emphasize consistency for existing brands, rather than brand proliferation. However, our results contradict Traill and Meulenberg’s (2001) finding that export-oriented firms serve diverse markets and so proliferate their brands.

No relationship is identified between export intensity and sales of retailers’ own-label brands. Despite the substantial share of exports in many Danish firms’ sales, it would appear that foreign retailers are not sourcing own-label brands from Danish firms to any greater extent than do Danish retailers. The positive relationship between firms’ import intensity and sales share of retailers’ own-label brands may indicate that importing firms are basing their production of retailers’ own-label brands on imported raw materials.

4.7. Commodity sector

Our results indicate that branding behaviour of food industry firms varies across commodity sectors, as hypothesized in section 2.3. Two sectors (meat and dairy) are found to diverge significantly from the industry average. Firms in the meat sector tend to own very few brands (almost 80% fewer brands than the sample average) and they have introduced even fewer. In fact, no meat sector firm included in the survey introduced any new brands in 2002. Meat sector firms are not significantly more, nor less, inclined to produce retailers’ own-label brands, but from table 5 there is weak
evidence to suggest that, over time, meat sector firms are increasing their production of retailers’ own-label brands faster than are firms in other sectors.

In contrast, and again in support of our hypotheses, the average number of brands owned by firms in the dairy sector is more than 85% higher than the food sector average (although the t-test value for this parameter is very slightly below the critical level). However, dairy sector firms introduce fewer brands than the industry average, which is contrary to our hypothesis, and also contradicts the general observation that more concentrated industries tend to employ a more aggressive branding strategy. One explanation may be that other variables included in the models (e.g. firm size) better capture the influence of industry concentration: we discuss this further below. We also find that firms in the dairy sector tend to be more heavily engaged in production of retailers’ own-label brands than is the food industry average. Another explanation is that while previous research addressed oligopoly in the food marketing chain, the Danish dairy sector approaches pure monopoly. A monopoly may, in fact, be under no competitive pressure to produce new brands.17 Our hypothesis was that use of retailers’ own-label brands varied across sectors, but we had no a priori conjectures as to how specific sectors would behave in this regard.

The analysis does not reveal any specific branding behaviour for firms from the fish, and the fruits and vegetables, sectors. Our hypotheses were that these sectors would behave in a somewhat similar way to meat sector firms, based on casual observation of fresh produce on sale. The meat sector’s trade orientation is different to that of fruits and vegetables, and its industrial concentration and the size of its firms are different to that of (being far larger than) both sectors. This offers some evidence that the effects of sector specialization on branding behaviour are dominated by other variables.

4.8. Stage of the food marketing chain

Our hypothesis that firms in the processing sector own more brands than other firms in the food industry is supported by the analysis, albeit only at the 10% significance level (row 14, column 1 of table 4). One possible explanation of the weak significance of this parameter estimate is that distributors also own a large number of brands, and that this raises the average size of brand portfolio for the food industry as

17 This insight provided by Jørgen Dejgård Jensen.
a whole. However, we also find that firms from the distributor stage have introduced significantly fewer more new brands than have firms from the rest of the food industry.

Finally, we find that both the distributor and processor stages are producing and/or selling retailers’ own-label brands more intensively than are other stages. This contradicts our prior expectation: we hypothesized a negative coefficient for the distributor stage, as retailers could be expected to by-pass distributors and go directly to processors for production of retailers’ own-label brands.

4.9. Firms' views on food chain organisation and competitiveness

Of the four food policy issues deemed relevant, our results indicate that only two are associated with firms' branding behaviour: the issues represented by the statements "Food retailers' own-label brands have too large a share of the Danish market" and "Danish food processors have too much market power".

Firms stating that processors have too much market power own fewer brands than the industry average (row 15, column 1 of table 4). The sentiments expressed by those firms could be taken as a measure of frustration over the failure to compete with large processors. Those firms are not currently producing significantly more or less retailers’ own-label brands than is the average firm in the sample, but over a five year period they are increasing their share of retailers’ own-label brands (table 5, row 9, column 3).

The analysis does not associate any specific current branding behaviour with firms stating that retailers’ own-label brands have too large a share of the Danish market. However, those firms have increased their numbers of new brand introductions over the last 5 years (see table 5). This branding behaviour could be interpreted as a strategy to counter increasing competition from retailers’ own-label brands, as the firms that are proliferating brands are also increasing their sales share of retailers’ own-label brands (see section 4.2 above).

18 The argument is supported by the table A1 in Annex 2 showing parameter estimates of the full model. The number of brands owned is positively and significantly related to both the processing and distributing stage. However, in the process of eliminating insignificant variables the distributor stage became insignificant and the processor stage less significant.
5. Discussion and conclusions

5.1. Overview

In this paper we attempt to explain the branding behaviour of Danish food industry firms by the characteristics of those firms and their views on issues of food industry organisation. We employ survey data from a sample of 109 Danish food industry firms drawn from a variety of commodity sectors and stages of the food marketing chain, and spanning a range of other variables, including brand ownership. We review relevant empirical work and relevant characteristics of the Danish food industry to develop hypotheses, which we then test by econometric analysis.

We present six models of branding behaviour: the first three to the numbers of brands owned, numbers of new brands introduced and the share of sales that are retailers’ own-label brands in 2002; the second three models examine changes in these three variables between 1997 and 2002 (an arbitrarily-chosen 5-year period). As explanatory variables, we use firms’ survey responses, or measures derived directly from them.

Our model specifications take account of missing values and the characteristics of the dependent variables used. Our estimation procedures employ methods for eliminating insignificant explanatory variables, and we present a set of parameter estimates that are transformed to enhance inference.

In general, the models perform well in explaining branding behaviour for Danish food industry firms in 2002. The results generally conform to hypotheses that we developed a priori, based on existing literature and on our understanding of the Danish food industry. The models explaining change in branding behaviour over a 5-year time period perform less well. One explanation is that for those models, the variation in the dependent variables is comparatively low, and this is reflected in measures of overall model fit ($R^2$ and pseudo-$R^2$).

The results show strong internal consistency, both within models and between models. Notwithstanding the above comments on the performance of the long term models, their results are consistent with those of the short term models. Taken together, the models enable a clear interpretation with few anomalies.
5.2. Key results

Brand ownership

We find that Danish food industry firms that owned a large number of brands in 2002 tend to be large (as measured by numbers of employees), and to be food processors. The firms owning the largest number of brands are associated with the dairy sector, but specifically not with the meat sector. While these results conform to our expectations, we are surprised to find that the firms owning the largest number of brands also tend to import a large share of their agricultural raw materials. This result, for example, does not apply to the Danish dairy sector.

An interesting result is that although the firms owning the most brands tend to be food processors, they also tend to subscribe to the view that “Danish food processors have too much market power”. Change in brand ownership over a 5-year period was more difficult to model and the regression results are rather weaker. However, we do find that larger firms are increasing the number of brands owned faster than are smaller firms. The prominence of firm size in our explanation of branding behaviour supports existing research findings, and in the Danish context is likely to be related to industrial concentration. However, the Danish meat sector is highly concentrated but we find that meat sector firms own fewer brands than the industry average introduced few new brands, and are increasing their intensity of use of retailers’ own-label brands.

Number of brands introduced

Firms that introduce a large number of new brands annually also tend to own large numbers of brands. Interestingly, a large proportion of their sales is made up of retailers’ own-label brands. Previous research has suggested that food industry firms might react to increasing prominence of retailers’ own-label brands by proliferating their own brands, at least in the short term. However, several researchers agree that this is unlikely to be successful in the long term. Our results support both hypotheses, as our model of 5-year change shows that the firms with the fastest growth rate in brand introductions have either reduced their sales’ share of retailers’ own-label brands or increased them by less than have other firms. If such a “fighting brands” strategy is pursued by firms in Denmark, it appears that they abandon it again within 5 years.
Firms that introduce a large number of new brands feature low % ownership by either retailers or firms from outside the food industry, and they tend to be large firms. This was one of the few results in our analysis associating vertical integration with branding behaviour. As in the case of the number of brands owned, we expect that industry concentration would also be a significant factor influencing brand introductions, and we identify this indirectly with the firm size variable. Certainly, the effect is not captured by firms’ sector orientation: only the meat and dairy sectors show significant relationships with new brand introductions, and these are both negative. Neither is it captured by stage of the food marketing chain, as distribution is the only stage that demonstrates reduced new brand introductions despite being highly concentrated.

We identify a negative relationship between trade intensity (both import- and export-oriented) and brand introductions. This may indicate that firms that are more focused on the Danish market, and that have stronger links to suppliers of Danish raw materials, are more aggressive in brand introductions.

We find that firms that express the view that retailers’ own-label brands have “too high” a share of the Danish market have accelerated their brand introductions over a 5-year period. Notwithstanding earlier comments on the ambiguity of the motivation of firms for making this statement, we infer that brand introductions and increasing market share of retailers’ own-label are a site of conflict in the Danish food industry.

**Share of sales as retailers’ own-label brands**

Firms that feature retailers’ own-label brands as a large share of sales tend to also introduce many new brands in the short term, but (as discussed above) reduce brand introductions in the long term. Use of retailers’ own-label brands is positively correlated with ownership by retail firms, which indicates that Danish retailers’ investment in firms at other stages of the food chain involves generating own-label brands from those firms. Moreover, the longer term model indicates that firms with high levels of ownership by retailers are increasing their sales’ shares of retailers’ own-label brands more quickly that the industry as a whole. These results argue against a possible alternative strategy: that retailers’ investments at other stages of the food chain are an alternative to use of own-label branding, possibly associated with control of quality and enhanced information exchange.

We find that firms with high sales’ share of retailers’ own-label brands tend to have low value added. This suggests that the value added generated by retailers’ own-label
brands may be shifted “along” the food marketing chain, away from the firms that produce them. Retailers may capture this value added, at the expense of other firms in the food marketing chain.

The dairy sector is the only sector that is statistically associated with high levels of sales’ share of retailers’ own-label brands. The model of longer term adjustment reveals that the meat sector is increasing its sales’ share of retailers’ own-label brands faster than is the food industry as a whole. We also note that both distributors and processors feature higher levels of use of retailers’ own-label brands than does the industry average. However, we identify no relationship between firms’ sizes and their use of own-label: Danish small firms appear not to be affected any more than are Danish large firms.

Import intensity is positively associated with use of retailers’ own-label brands. It is possible that Danish firms are importing the raw materials to produce own-label brands, but little evidence exists to support such a proposition. Another explanation is that firms that are based on (perhaps historically) importing and reselling products have used retailers’ own-label brands as a means of entering the food processing industry as part of a diversification strategy. Some indirect evidence for this explanation is that firms that are increasing the intensity of their use of retailers’ own-label brands tend to hold the view that “Danish food processors have too much market power”. Such a view might be typical of new entrants, particularly those restricted to a low value added end of the market (such as retailers’ own-label brands).

5.3. Implications for the Danish food industry

Sources of new brands
Our results indicate that sustained new brand introduction is likely to emerge from parts of the Danish food industry featuring large firms operating in concentrated industry sectors, and from firms that already own large numbers of brands. However, we cannot associate this behaviour with individual sectors: the two most concentrated sectors, featuring the largest firms, (meat and dairy) are not currently active in introducing new brands despite (in the case of dairy) currently owning the most brands. The fish, and fruit and vegetable, sectors are not heavily branded and appear to not be changing that behaviour in any consistent way.
The firms that are highly trade-oriented (toward export and/or import) introduce few new brands, leading us to the conclusion that new Danish brands may be targeted at the domestic market in the future, and so may feature elements of service and local custom. Notably, retailers are best-placed to deliver such brands as they focus on convenience and the retention of repeat customers.

The firms likely to generate new brands are not, however, owned by food retailers, nor by firms outside the food industry. Our analysis was not able to identify any positive or negative role for the vertical integration and/or co-operative ownership that is so widespread in the Danish food industry. Whatever the impacts of those features may be, they appear not to be associated with branding behaviour.

The role of retail firms
Aspects of the role of retail firms in the Danish food industry are evidenced through changes in food industry branding behaviour. Retail ownership of food industry firms (expressed as % ownership) is associated with their reduced new brand introductions and an increase in their share of sales occupied by retailers’ own-label brands. There is also evidence that retailers may be able to extract value added from their own-label brands at the expense of the rest of the food chain. Taken together, this indicates that retailers’ investment strategy in the Danish food industry focuses on own-label brands and is not associated with generation of new processor brands. Indeed, those firms that are most active in introducing new processor brands are the ones that believe that retailers’ own-label brands “have too high a share of the Danish retail food market”.

Retailers’ own-label brands
Future increases in firms’ sales’ share of retailers’ own-label brands are likely to be associated with reductions in the numbers of brands owned by those firms. This displacement is probably a long term process, affecting firms’ short term new brand introductions in ways that are difficult to predict, but eventually reducing them.

Retailers’ own-label brands may well be a means for retailers to extract value added from the food marketing chain, at the same time as they may provide a means for new entrants to become established in food processing in Denmark. If these two forces are working together, then the traditional Danish food industry firms will be squeezed between losses of market share for their brands and reduced opportunities for production of retailers’ own-label brands. As a logical extension of these arguments, local or...
low-volume brands, that offer few economies of scale in processing, are likely to be abandoned by the rapidly-consolidating food processing firms in Denmark and those from abroad. This development has been widely anticipated by researchers in many countries, but our findings may be the first empirical evidence of such a trend.

The traditional strengths of Danish food processing firms (export orientation, vertical integration, industry concentration) are not necessarily a strong basis for continued success in a brand-dominated food industry. Rather, it appears to be retail firms that are best-placed for the future, and their gains may well be at the expense of firms at other stages of the food marketing chain in Denmark.

5.4. Policy implications

Branding behaviour as a cause and an outcome

We have identified linkages between food industry structure and conduct, and firms’ observed branding behaviour. However, we have not identified strong associations between firms’ views on the competitiveness and organisation of the Danish food marketing chain and branding behaviour. This may be because of ambiguity in our survey questions on those topics, or because of difficulties in interpreting firms’ responses. Our sample of firms is also dominated by food processors, a bias that perhaps overrides firms’ characteristics such as size, sector or ownership form.

We identify several interesting aspects of firms’ use (and increasing use) of retailers’ own-label brands. We have been able to identify linkages between that branding behaviour and retailers’ increasing market power on the Danish market and investment strategy within it. Policy toward firms at the retail stage of the food marketing chain may influence investment and conduct in a variety of ways that will influence branding. First, limits on shop size, location and opening hours are likely to reinforce existing patterns of ownership and location, and deter entry by foreign retailers. Second, these same policies may encourage retail strategies to extract value added from other parts of the food marketing chain.

Government role in branding

Government provision of product or firm certification (e.g. Ø-marque and food safety “smileys”) offers one product differentiation option to firms, but they are designed to
accompany and reinforce brand development, rather than encourage it directly. Government has few opportunities to intervene in, and encourage, brand ownership or proliferation by food industry firms.

If retailers’ own-label brands pose a threat to longevity and development of Danish food processors’ brands, one possible policy response is to apply copyright to branded products. This would target, in particular, retail brands that are very similar in appearance to well-known processors’ brands. However, such a policy would be difficult to design and implement and would reduce price competition.

**Firm size and industry concentration**

Although firm size and industry concentration are associated with brand ownership and proliferation, these attributes of Danish food industry firms have occurred despite, rather than because of, interventions by policy makers. Merger and antitrust law, restrictions on shop sizes and opening hours, and aspects of policies on agricultural and rural land use all provide barriers to consolidation. Some Danish food industry policies (food safety, environmental law and labour regulations) are likely to influence firm size and industry concentration by asymmetric imposition of costs, but these effects are indirect and probably small. We have not identified connections between the impact of these policies and branding.

**Export promotion**

Our identified negative relationship between brand introduction and export intensity has implications for policies promoting exports. In particular, exporting firms may, through less intense branding behaviour, be steadily driven out of their domestic markets. To that extent that their place is taken by firms selling retailers’ own-label brands, then trade promotion may have the perverse effect of helping to extract value added from export-oriented firms and transferring it to retail firms.

**Firms’ conduct**

If Danish firms’ observed branding behaviour is a consequence of (rather than a cause of) imperfect competition, then policy makers need to target that conduct. This would begin by identifying it and proceed by designing policies to modify it. This research has identified the relationship between retailers’ own-label brands and processors’ brands as a logical starting point. However, we have not identified the mechanisms
by which, for example, retail firms might penalise processors’ brands through shelf space allocation, supply chain costs and promotional requirements. While food processors might be expected to lobby policymakers for action in such areas, retail firms can be expected to claim such actions represent cost savings that are passed on to the Danish consumer. It is notable that, in this study, few linkages were identified between firms’ branding behaviour and their views on industry problems.

5.5. Limitations of the research

The research suffers from three survey-related weaknesses. The first is the small sample and the second is the unknown degree to which the sample truly represents the conduct and sentiment of the Danish food industry and the characteristics of the firms within it. The third is firms’ responses are subject to the respondent’s understanding of the question and motivation towards answering it.

We have dealt with “no response” answers (in the case of independent variables) by generating synthetic responses based on firms’ other responses. Clearly our conclusions could be more strongly stated if more firms had responded to all questions. In addition, several of our explanatory variables (vertical integration, trade intensity and value added) are imperfect measures of the concepts under study. However, our response rate was achieved in the absence of obtrusive questions that firms might object to answering on grounds of confidentiality. While the analysis would have benefited from more financial data on responding firms, it is likely that this would have exacerbated the problem of missing values. Collection of financial data would require an alternative survey method (either face-to-face interview or access to annual reports), which introduce new problems and research costs.

Our econometric models may be criticised due to the indeterminate causality of the relationships we study. In particular, this would refer to the incorporation of firms’ views on policy and industry problems into a study of branding behaviour. Our goal in the analysis is to identify associations between characteristics of the firms and their branding behaviour, and we stop short of proclaiming the direction of causality.

While the goodness-of-fit of our models of change in branding behaviour is poor or very poor, we defend their inclusion and presentation. First, the results obtained are consistent with the better-performing models on branding behaviour. Second, the (differenced) data’s patterns of variation are likely to deliver an under-estimate of model performance.
5.6. Extensions of the research

The research is suitable for duplication in countries other than Denmark. Much could be gained from identification of food industry firms’ differences and similarities in branding behaviour within and beyond the European Union.

Inclusion of performance data on brands (e.g. brand longevity) and firms (e.g. profitability, money spent on brand promotion) would enhance the analysis. As discussed above, this would require a new survey methodology. As part of a more intrusive enquiry, greater understanding would also be gained of the nature of Danish brands. In particular, this would examine the extent to which brands are of a corporate (firm-based), collective (applied to a range of products) or single product type. This would be of particular interest in international comparisons.

On-going analysis of the survey data is addressing the problem of indeterminate causality referred to above. In a reverse-causality approach, we seek to explain firms’ stated policy preferences and problem definitions using a range of variables, including branding behaviour. Further details are available from the authors.

The mechanisms of interaction between processors’ brands and retailers’ own-label brands deserve more research. The pattern and nature of replacement of one by the other are obviously complex, and likely to vary across many measures of firm type. More particularly, understanding of the commercial and combatative actions of firms within the food marketing chain is likely to add substantially to the understanding gained here.
The branding behaviour of Danish food industry firms, FØI
The branding behaviour of Danish food industry firms, FØI 49

References


Borghesani, W., P. de la Cruz and D. Berry (1997) ”The Emergence of power buyer and its challenge to competition analysis” Food for thought US Antitrust Bureau.

Brouwer, F. and J. Bijman (2001) Dynamics in crop protection, agriculture and the food chain in Europe Agricultural Economics Research Institute, the Hague, the Netherlands.


The branding behaviour of Danish food industry firms, FØI


Madsen, T.K. The structure and behaviour of some Danish food companies MAPP working paper no. 36 March 1996, project no. 13.


The branding behaviour of Danish food industry firms, FØI
I. Annex 1: Technical discussion of model specification issues

I.1. A general model

We suggest a model of the general form

\[ y = f(X, \beta) \]  

(1)

Where \( y \) is the dependent variable measuring branding behaviour, and \( X \) is a set of independent explanatory variables. The parameter \( \beta \) is the estimate of the relationship between \( y \) and \( X \).

I.2. Functional form

Choice of (1)’s form entails assumptions about the nature of the conditional expectation. Although existing research justifies assumption of a linear (or log-linear) relationship between branding behaviour and explanatory variables \( E(y | X) = X\beta \), the data does not lend itself to that approach, and we offer alternative specifications that we explain further below.

I.3. Missing values

These (and we suspect most) survey data feature unanswered questions, resulting in missing values for both \( y \) and \( X \). Missing values are problematic because they provide for incomplete observations in the data set: if a firm answered all questions but one, then all of its responses should be excluded from the analysis. In this data set, the pattern is that most firms left at least one question unanswered,\(^{19}\) so that the potential exists to exclude a great amount of information.

To overcome this problem, we have replaced missing data on \( X \) with artificially-generated values. To minimise any distorting effects on eventual parameter estimates, we used a Griliches’ (1986) method, that predicts the missing value based on other values present in the single observation (in this case, the known characteristics on the firm). Using values that are present (i.e. questions that were answered), such

\(^{19}\) Of a total of 109 firms, only 58 have answered all the questions used in this analysis.
as the number of employees and sectoral characteristics, an auxiliary regression is carried out to determine the correlation between the existing variables and one particular variable containing missing values (e.g. total annual revenue). The auxiliary regression is based only on firms that have answered the question on annual revenue, and is used to predict the total annual revenue of firms that did not answer the question. This procedure is carried out for each of the incomplete variables in turn, starting with the ones containing fewest missing values and eventually using the artificially generated values. Only data on explanatory variables $X$ are augmented in this way, and dependent variables' $y$ data remain depleted by missing values.

I.4. Bounded values of dependent variables

In the data, variables representing branding behaviour are limited in the values they may take: the number of brands owned by a firm and the number of brands introduced by the firm in the previous year are both bounded from below by zero, i.e. $y \in [0, \infty]$, while the share of firm revenue sold as retailers' own-label brands is measured as a percentage, i.e. $y \in [0, 1]$. Estimation with a linear model delivers constant coefficients, which implies that predicted values for branding behaviour could lie outside $y$’s permitted range: negative numbers of brands introduced and sales shares of retailers’ own-brands >100%.

One way to impose $y \in [0, \infty]$ and/or $y \in [0, 1]$ on regression models is to use logarithmic forms of $y$. Unfortunately, this method also precludes $y = 0$, which applies to a significant number of firms in the data (firms that own no brands and/or have not introduced any brands in the previous year), which would be eliminated from a logarithmic specification. For this reason we use non-linear modeling techniques, of which two specifications are adopted: the “count data model” for models for which observations on the dependent variable are $y \geq 0$, and the “fractional data model” for which $0 \leq y \leq 1$ (Papke and Wooldridge, 1996; Wooldridge, 2002).

---

20 The type of regression depends on the nature of the variable to be completed. For instance, for fractional variables (e.g. the export intensity of the firm), missing values are predicted based on a non-linear fractional data regression as defined above.

21 Little is known about the effects of generating artificial values for dependent variables, but Greene (1993) reports an overall consensus against it.
**Count data models**

To ensure non-negativity of the conditional expectation of the dependent variables, the most commonly used specification is the exponential function, \( E(y \mid X) = \exp(X\beta) \). Non-linear least squares (NLS) regression is a common implementation, but it assumes homoscedasticity (i.e. \( \text{var}(u \mid X) = \sigma^2 \) and is constant across observations). As heteroscedasticity is very common in models with a restricted dependent variable (Wooldridge, 2002), the NLS estimator is expected to be inefficient. An alternative method, which we pursue here, is to use Maximum Likelihood estimation, assuming that \( y \) conditional on \( X \) follows a Poisson distribution:

\[
f(y \mid X) = \frac{\lambda(X)^y e^{-\lambda(X)}}{y!}
\]  

(2)

where \( \lambda(X) = E(y \mid X) = \exp(X\beta) \). Defining the likelihood function based on (2) and taking the natural logarithm yields the Poisson log-likelihood function:

\[
l(\beta) = \sum_{i=1}^{n} \left[ y_i (x_i \beta) - \exp(x_i \beta) - \ln(y_i !) \right]
\]  

(3)

The Poisson distribution has some useful properties, as well as yielding efficient estimates. Even if the true conditional distribution is not Poisson, it can be shown that the estimates are consistent, and are more efficient than NLS estimates (Wooldridge, 2002).

The principal criticism of the Poisson assumption is the restrictions imposed on the conditional moments of \( y \). It can be shown that the conditional variance of \( y \) is constant and equal to the conditional mean, i.e.

\[
\text{var}(y \mid X) = E(y \mid X)
\]  

(4)

If the Poisson assumption turns out not to be strictly valid, the conditional variance of \( y \) may be larger (a situation referred to as “overdispersion”) or smaller (“underdispersion”) than the conditional mean. If the model is overdispersed, inference using the variance-covariance matrix implied by (4) underestimates the true standard errors, so that the variables appear artificially significant. The opposite is the case in underdispersed models. In what follows, we allow for over- and underdispersion by estimating a fully robust asymptotic variance-covariance matrix given by
\[
v\text{ár}(\hat{\beta}) = \left( \sum_{i=1}^{n} -\hat{H}_i \right)^{-1} \left[ \sum_{i=1}^{n} \hat{s}_i \hat{s}_i' \right] \left( \sum_{i=1}^{n} -\hat{H}_i \right)^{-1}
\]  

(5)

where \(-\hat{H}_i\) is the negative estimated Hessian\(^{22}\) matrix at observation point \(i\), and \(\hat{s}_i\) is the estimated score\(^{23}\) vector (gradient) at point \(i\). The square root of the diagonal elements of the covariance matrix (5) constitutes the fully robust standard errors, which can be used to conduct inference using standard t-tests.\(^{24}\)

**Fractional data model**

Fractional variables are bounded both below (by zero) and above (by one), which makes the functional form of \(E(y \mid X)\) more complex than is the case in count data models. A variety of possible functional forms exist: any cumulative distribution function (cdf) might be used, as they are by definition limited to values on the interval \([0,1]\). A popular choice, which we pursue here, is the logistic function

\[
E(y \mid X) = \frac{\exp(X\beta)}{1 + \exp(X\beta)}
\]  

(6)

One of the major advantages of the logistic function is its straightforward derivatives, for ease of interpretation of parameter estimates. While estimation of (6) by NLS is possible, it encounters the same problems as in the count data models. With bounds on the dependent variable the model tends to be heteroscedastic and the estimates are relatively inefficient. In this case, Papke and Wooldridge (1996) recommend Maximum Likelihood estimation using the Bernoulli (or binary) log-likelihood function

\[
l(\beta) = \sum_{i=1}^{n} \left[ y_i \ln(E(y_i \mid x_i)) + (1 - y_i) \ln(1 - E(y_i \mid x_i)) \right]
\]  

(7)

\(^{22}\) The Hessian is a symmetric \(k \times k\) matrix (where \(k\) is the number of parameters) of second order derivatives of the log-likelihood function with respect to the parameters.

\(^{23}\) The score is the \(k \times 1\) vector of first order derivatives of the log-likelihood function with respect to the parameters. See e.g. Wooldridge (2002) for a thorough exposition on Maximum Likelihood theory.

\(^{24}\) Given a number of regularity assumptions (e.g. that \(-\hat{H}_i\) is positive definite) it can be shown that the parameter estimates are asymptotically normal distributed (see e.g. Wooldridge (2002)), and that t-tests are therefore asymptotically valid.
The Maximum Likelihood specification in (6) and (7) is easy to estimate, and the parameter estimates have some desirable properties: in addition to being more efficient than the NLS estimates, they are consistent and asymptotically normally distributed even if $y$ conditional on $X$ is not actually Bernoulli-distributed. As in the count data models, the Bernoulli assumption imposes restrictions on the variance-covariance matrix that are not necessarily met as the fractional data model is implemented. Therefore, as before, inference will be conducted using the fully robust asymptotic covariance matrix in (5).

### 1.5. Observations on changes in dependent variables

To gain further insight into the relationship $y = f(X, \beta)$, changes in the values of brand-related variables have been used as dependent variables, $\Delta y = y_t - y_{t-1}$, where $t$ and $t-1$ are adjacent time periods. Survey data on all brand-related variables features observations for 2002 (the latest available year) and 1997 (to create a 5-year time differential. The $\Delta y$ variables can adopt negative and zero values, so are unsuited to logarithmic transformations as used above.
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## II. Annex 2: Raw results of parameter estimates

### II.1. Raw parameter estimates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Equation</th>
<th>No. of brands owned</th>
<th>No. of brands introduced</th>
<th>Retail brands' share of revenue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>2.945</td>
<td>5.039</td>
<td>0.652</td>
<td></td>
</tr>
<tr>
<td>(1.188)</td>
<td></td>
<td>(1.616)</td>
<td>(0.201)</td>
<td></td>
</tr>
<tr>
<td>Brands owned (#)</td>
<td>-</td>
<td>0.009***</td>
<td>-0.023***</td>
<td></td>
</tr>
<tr>
<td>(3.413)</td>
<td></td>
<td>(2.928)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brands introduced (#)</td>
<td>0.508***</td>
<td>-</td>
<td>0.721***</td>
<td></td>
</tr>
<tr>
<td>(6.256)</td>
<td></td>
<td>(2.688)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retail brands share (%)</td>
<td>-1.479**</td>
<td>1.660***</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>(-2.162)</td>
<td></td>
<td>(4.625)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Owned by coop (%)</td>
<td>0.911**</td>
<td>0.645</td>
<td>-1.201</td>
<td></td>
</tr>
<tr>
<td>(2.110)</td>
<td></td>
<td>(0.964)</td>
<td>(-1.303)</td>
<td></td>
</tr>
<tr>
<td>Owned by non-food (%)</td>
<td>0.233</td>
<td>-0.577</td>
<td>-0.600</td>
<td></td>
</tr>
<tr>
<td>(0.570)</td>
<td></td>
<td>(-1.464)</td>
<td>(-1.091)</td>
<td></td>
</tr>
<tr>
<td>Owned by retailer (%)</td>
<td>-0.173</td>
<td>-3581.331***</td>
<td>1.329</td>
<td></td>
</tr>
<tr>
<td>(-0.282)</td>
<td></td>
<td>(-8.175)</td>
<td>(1.209)</td>
<td></td>
</tr>
<tr>
<td>Employment (ln)</td>
<td>0.244</td>
<td>0.236*</td>
<td>0.140</td>
<td></td>
</tr>
<tr>
<td>(1.554)</td>
<td></td>
<td>(1.746)</td>
<td>(0.652)</td>
<td></td>
</tr>
<tr>
<td>Value added (ln)</td>
<td>-0.301</td>
<td>-0.549</td>
<td>-0.594</td>
<td></td>
</tr>
<tr>
<td>(-0.967)</td>
<td></td>
<td>(-1.415)</td>
<td>(-1.585)</td>
<td></td>
</tr>
<tr>
<td>Downstream VI (#)</td>
<td>0.051</td>
<td>-0.084</td>
<td>0.208</td>
<td></td>
</tr>
<tr>
<td>(0.383)</td>
<td></td>
<td>(-0.629)</td>
<td>(0.791)</td>
<td></td>
</tr>
<tr>
<td>Upstream VI (#)</td>
<td>-0.086</td>
<td>-0.103</td>
<td>-0.098</td>
<td></td>
</tr>
<tr>
<td>(-0.574)</td>
<td></td>
<td>(-0.586)</td>
<td>(-0.493)</td>
<td></td>
</tr>
<tr>
<td>Import intensity (%)</td>
<td>1.042***</td>
<td>-0.605</td>
<td>0.729</td>
<td></td>
</tr>
<tr>
<td>(2.835)</td>
<td></td>
<td>(-1.063)</td>
<td>(0.901)</td>
<td></td>
</tr>
<tr>
<td>Export intensity (%)</td>
<td>-0.692</td>
<td>-0.940**</td>
<td>0.428</td>
<td></td>
</tr>
<tr>
<td>(-1.466)</td>
<td></td>
<td>(-2.163)</td>
<td>(0.489)</td>
<td></td>
</tr>
<tr>
<td>Meat sector (0/1)</td>
<td>-1.497***</td>
<td>-20.918***</td>
<td>-0.460</td>
<td></td>
</tr>
<tr>
<td>(-2.720)</td>
<td></td>
<td>(-39.914)</td>
<td>(-0.407)</td>
<td></td>
</tr>
<tr>
<td>Fish sector (0/1)</td>
<td>0.136</td>
<td>-0.889</td>
<td>-0.181</td>
<td></td>
</tr>
<tr>
<td>(0.304)</td>
<td></td>
<td>(-1.569)</td>
<td>(-0.194)</td>
<td></td>
</tr>
<tr>
<td>Fruit &amp; veg. sector (0/1)</td>
<td>-0.496</td>
<td>-0.946</td>
<td>-0.125</td>
<td></td>
</tr>
<tr>
<td>(-1.049)</td>
<td></td>
<td>(-1.412)</td>
<td>(-0.152)</td>
<td></td>
</tr>
<tr>
<td>Dairy sector (0/1)</td>
<td>0.432</td>
<td>-1.237***</td>
<td>1.576*</td>
<td></td>
</tr>
<tr>
<td>(0.902)</td>
<td></td>
<td>(-2.996)</td>
<td>(1.923)</td>
<td></td>
</tr>
<tr>
<td>Processing stage (0/1)</td>
<td>1.103**</td>
<td>0.029</td>
<td>2.752**</td>
<td></td>
</tr>
<tr>
<td>(2.108)</td>
<td></td>
<td>(0.065)</td>
<td>(2.270)</td>
<td></td>
</tr>
<tr>
<td>Distributor stage (0/1)</td>
<td>1.114*</td>
<td>-0.740</td>
<td>3.148**</td>
<td></td>
</tr>
<tr>
<td>(1.822)</td>
<td></td>
<td>(-1.152)</td>
<td>(2.111)</td>
<td></td>
</tr>
<tr>
<td>Problem: Retail brands too high market share (0/1)</td>
<td>0.352</td>
<td>0.070</td>
<td>-0.164</td>
<td></td>
</tr>
<tr>
<td>(0.896)</td>
<td></td>
<td>(0.169)</td>
<td>(-0.318)</td>
<td></td>
</tr>
<tr>
<td>Problem: Too few new products introduced (0/1)</td>
<td>0.213</td>
<td>-0.350</td>
<td>-0.262</td>
<td></td>
</tr>
<tr>
<td>(0.767)</td>
<td></td>
<td>(-1.049)</td>
<td>(-0.538)</td>
<td></td>
</tr>
<tr>
<td>Problem: Processor too much power (0/1)</td>
<td>-0.432</td>
<td>-0.439</td>
<td>-0.717</td>
<td></td>
</tr>
<tr>
<td>(-1.120)</td>
<td></td>
<td>(-1.026)</td>
<td>(-1.220)</td>
<td></td>
</tr>
<tr>
<td>Problem: Retailers too much power (0/1)</td>
<td>-0.333</td>
<td>0.128</td>
<td>0.074</td>
<td></td>
</tr>
<tr>
<td>(-0.844)</td>
<td></td>
<td>(0.354)</td>
<td>(0.170)</td>
<td></td>
</tr>
<tr>
<td>Max. log-likelihood</td>
<td>-226.88</td>
<td>-57.41</td>
<td>-34.93</td>
<td></td>
</tr>
<tr>
<td>No. of iterations used</td>
<td>11</td>
<td>29</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Pseudo-R²</td>
<td>0.81</td>
<td>0.52</td>
<td>0.21</td>
<td></td>
</tr>
</tbody>
</table>

**Note:** Values in parentheses are t-values for the parameter estimates. The number of asterisks denote the level of significance: * = 10%; ** = 5%; *** = 1%.
### Table A.2. Results of estimating change in branding behaviour

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Equation</th>
<th>Change in no. of brands owned</th>
<th>Change in no. of brands introduced</th>
<th>Change in retail brands’ share of revenue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td></td>
<td>24.535</td>
<td>(-0.812)</td>
<td>(-0.269)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.423)</td>
<td>(-0.309)</td>
<td>(-0.608)</td>
</tr>
<tr>
<td>ΔBrands owned (#)</td>
<td></td>
<td>-</td>
<td>-0.063</td>
<td>-0.042</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.900)</td>
<td>(-0.601)</td>
<td>(-1.211)</td>
</tr>
<tr>
<td>ΔBrands introduced (#)</td>
<td></td>
<td>-0.606</td>
<td>-</td>
<td>-0.010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-1.401)</td>
<td>(-2.026)</td>
<td>(-0.569)</td>
</tr>
<tr>
<td>ΔRetail brands share (%)</td>
<td></td>
<td>-31.739</td>
<td>-10.833**</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-1.401)</td>
<td>(-2.026)</td>
<td>(-0.569)</td>
</tr>
<tr>
<td>Owned by coop (%)</td>
<td></td>
<td>-0.450</td>
<td>-0.085</td>
<td>-0.056</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.260)</td>
<td>(-0.169)</td>
<td>(-0.653)</td>
</tr>
<tr>
<td>Owned by non-food (%)</td>
<td></td>
<td>-2.655</td>
<td>0.386</td>
<td>-0.062</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-1.088)</td>
<td>(0.878)</td>
<td>(-1.110)</td>
</tr>
<tr>
<td>Owned by retailer (%)</td>
<td></td>
<td>0.174</td>
<td>0.652</td>
<td>0.224</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.080)</td>
<td>(1.093)</td>
<td>(1.636)</td>
</tr>
<tr>
<td>Employment (ln)</td>
<td></td>
<td>1.956**</td>
<td>-0.109</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.464)</td>
<td>(-0.650)</td>
<td>(0.226)</td>
</tr>
<tr>
<td>Value added (ln)</td>
<td></td>
<td>-0.057</td>
<td>0.494</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.060)</td>
<td>(1.201)</td>
<td>(0.315)</td>
</tr>
<tr>
<td>Downstream VI (#)</td>
<td></td>
<td>0.088</td>
<td>-0.188</td>
<td>-0.028</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.278)</td>
<td>(-1.483)</td>
<td>(-1.038)</td>
</tr>
<tr>
<td>Upstream VI (#)</td>
<td></td>
<td>-2.228**</td>
<td>0.015</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-2.020)</td>
<td>(0.077)</td>
<td>(0.035)</td>
</tr>
<tr>
<td>Import intensity (%)</td>
<td></td>
<td>0.910</td>
<td>1.071</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.410)</td>
<td>(1.037)</td>
<td>(0.076)</td>
</tr>
<tr>
<td>Export intensity (%)</td>
<td></td>
<td>1.320</td>
<td>-0.448</td>
<td>-0.075</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.711)</td>
<td>(-0.651)</td>
<td>(-0.502)</td>
</tr>
<tr>
<td>Meat sector (0/1)</td>
<td></td>
<td>-0.040</td>
<td>1.383</td>
<td>0.183</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.027)</td>
<td>(1.454)</td>
<td>(1.458)</td>
</tr>
<tr>
<td>Fish sector (0/1)</td>
<td></td>
<td>-0.430</td>
<td>1.220</td>
<td>0.157</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.288)</td>
<td>(1.408)</td>
<td>(1.025)</td>
</tr>
<tr>
<td>Fruit &amp; veg. sector (0/1)</td>
<td></td>
<td>-2.323</td>
<td>-0.226</td>
<td>0.087</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-1.325)</td>
<td>(-0.488)</td>
<td>(1.372)</td>
</tr>
<tr>
<td>Dairy sector (0/1)</td>
<td></td>
<td>0.308</td>
<td>0.732</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.226)</td>
<td>(0.955)</td>
<td>(0.067)</td>
</tr>
<tr>
<td>Processing stage (0/1)</td>
<td></td>
<td>-1.931</td>
<td>-0.046</td>
<td>-0.075</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-1.072)</td>
<td>(-0.099)</td>
<td>(-1.033)</td>
</tr>
<tr>
<td>Distributor stage (0/1)</td>
<td></td>
<td>4.103*</td>
<td>0.070</td>
<td>-0.019</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.665)</td>
<td>(0.133)</td>
<td>(-0.215)</td>
</tr>
<tr>
<td>Problem: Retail brands too high mar-</td>
<td></td>
<td>3.179*</td>
<td>1.826*</td>
<td>0.154</td>
</tr>
<tr>
<td>ket share (0/1)</td>
<td></td>
<td>(1.672)</td>
<td>(1.875)</td>
<td>(1.489)</td>
</tr>
<tr>
<td>Problem: Too few new products intro-</td>
<td></td>
<td>-0.820</td>
<td>-0.134</td>
<td>0.066</td>
</tr>
<tr>
<td>duced (0/1)</td>
<td></td>
<td>(-0.859)</td>
<td>(-0.443)</td>
<td>(0.760)</td>
</tr>
<tr>
<td>Problem: Processor too much power</td>
<td></td>
<td>0.658</td>
<td>0.423</td>
<td>0.118***</td>
</tr>
<tr>
<td>(0/1)</td>
<td></td>
<td>(0.697)</td>
<td>(1.242)</td>
<td>(2.740)</td>
</tr>
<tr>
<td>Problem: Retailers too much power</td>
<td></td>
<td>-1.047</td>
<td>0.905</td>
<td>0.022</td>
</tr>
<tr>
<td>(0/1)</td>
<td></td>
<td>(-0.862)</td>
<td>(1.641)</td>
<td>(0.696)</td>
</tr>
<tr>
<td>Max. log-likelihood</td>
<td></td>
<td>-51.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of iterations used</td>
<td></td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pseudo-R²</td>
<td></td>
<td>0.35(a)</td>
<td>0.31(a)</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Note: (a) Conventional R².
Values in parentheses are t-values for the parameter estimates. The number of asterisks denote the level of significance: * = 10%; ** = 5%; *** = 1%. 
II.2. Parameter transformation and interpretation

Current Branding behaviour

The parameter estimates presented in table 4 have been transformed for ease of interpretation. The interpretations are as follows. The models in the first two columns are count data models (as described in annex 1) and the estimated relationship is given by $E(y \mid x) = \exp(x \hat{\beta})$. Taking the natural logarithm and differentiating with respect to an explanatory variable, $x_j$, we get:

$$\frac{\partial \ln E(y \mid x)}{\partial x_j} = \hat{\beta}_j$$

Thus for variables expressed in numbers (#) or fractions (%), the parameter estimate is interpreted as the percentage change in the number of brands as the independent variable increases by one unit or one percentage point respectively. For the variables expressed in logarithms (such as employment or value added), the estimates have the same interpretation as elasticities (% change in the dependent variable in response to 1% change in the independent variable).

The parameters for sector and stage in the food chain are calculated differently, as these variables enter the models as dummy variables (taking the value zero or 1). The interpretation is the expected additional number of brands (measured in %) owned by a firm in a particular sector (or stage) compared to the average of firms in other sectors (or stages). It is expressed as

$$\frac{E(y \mid x_{isd} \land x_d = 1) - E(y \mid x_{isd} \land x_d = 0)}{E(y \mid x_{isd} \land x_d = 0)}$$

where $x_d$ is the dummy variable in question and $x_{isd}$ is every other variable.

The last column in table 4 reports the parameter estimates from a fractional data model, given by

$$E(y \mid x) = \frac{\exp(x \hat{\beta})}{1 + \exp(x \hat{\beta})}$$
Taking the derivative with respect to a variable \( x_j \) yields

\[
\frac{\partial E(y| x)}{\partial x_j} = \beta_j \frac{\exp(x\hat{\beta})}{(1 + \exp(x\hat{\beta}))^2}
\]

(11)

The parameters are interpreted as the absolute increase in the share of sales of retailers' brands (measured in percentage points) as firms have a one unit (or percentage point, or percent depending on the variable) higher value of a particular variable. Again, the sector and stage variables are measured a bit differently, as

\[
E(y | x_{id}; x_d = 1) - E(y | x_{id}; x_d = 0)
\]

(12)

The dummy-parameters are interpreted as the greater retail brand intensity (measured in percentage points) in a particular sector (or stage) compared to the average of other sectors (or stages).

In general, the difference between the parameters in the first columns and the last two columns of table 4 respectively, is that the count model parameters measure relative changes, while the fractional model parameters are expressed in percentage points.

**Change in branding behaviour**

The first two columns in table 5 (change in the number of brands owned and change in the number of new brands introduced) contain parameters estimated by simple linear OLS. They have not been transformed, and they should be interpreted as traditional derivatives: the absolute change in the dependent variable in response to change in the independent variable.

The last column of table 5 reports parameters estimated by a fractional model. They are transformed in the same way as the estimates in the last column of table 4, and should be interpreted accordingly.