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THE K-THEORETICAL RANGE OF CUNTZ–KRIEGER ALGEBRAS

SARA E. ARKLINT, RASMUS BENTMANN, AND TAKESHI KATSURA

Abstract. We augment Restorff’s classification of purely infinite Cuntz–Krieger algebras by describing the range of his invariant on purely infinite Cuntz–Krieger algebras. We also describe its range on purely infinite graph $C^*$-algebras with finitely many ideals, and provide ‘unital’ range results for purely infinite Cuntz–Krieger algebras and unital purely infinite graph $C^*$-algebras.

1. Introduction

Cuntz–Krieger algebras form a class of $C^*$-algebras closely related to symbolic dynamics [7, 8]. Based on this relationship, classification results for purely infinite Cuntz–Krieger algebras by K-theoretical invariants have been established by Mikael Rørdam in the simple case [16] and by Gunnar Restorff in the case of finitely many ideals [15].

For simple Cuntz–Krieger algebras, the $K_0$-group suffices for classification (because the $K_1$-group can be identified with the free part of the $K_0$-group). Moreover, it is known that every finitely generated abelian group arises as the $K_0$-group of some simple Cuntz–Krieger algebra [10, Proposition 3.9].

The invariant in Restorff’s classification theorem for non-simple purely infinite Cuntz–Krieger algebras is called reduced filtered $K$-theory; we denote it by $FKR$. Being an almost precise analogue of the K-web of Boyle and Huang [3] in the world of $C^*$-algebras, it comprises the $K_0$-groups of certain distinguished ideals and the $K_1$-groups of all simple subquotients, along with the action of certain natural maps.

The first aim of this article is to clarify the definition of the target category of reduced filtered $K$-theory. We define a certain pre-additive category $R$ such that $FKR$ becomes a functor to $R$-modules in a natural way. Our second aim is then to determine the class of $R$-modules that arise (up to isomorphism) as the reduced filtered $K$-theory of some (tight, purely infinite) Cuntz–Krieger algebra. This involves a natural exactness condition, as well as some conditions that translate well-known K-theoretical properties of purely infinite Cuntz–Krieger algebras.

A Cuntz–Krieger algebra is purely infinite if and only if it has finitely many ideals, and if and only if it has real rank zero [11]. For a $C^*$-algebra with real rank zero, the exponential map in the K-theoretical six-term exact sequence for every inclusion of subquotients vanishes [5]. This fact is crucial to our definitions and results, in this article and in the companion article [1].
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2. Preliminaries

In this article, matrices act from the right and the composite of maps \( A \xrightarrow{f} B \xrightarrow{g} C \) is denoted by \( fg \). The category of abelian groups is denoted by \( \text{Ab} \), the category of \( \mathbb{Z}/2 \)-graded abelian groups by \( \text{Ab}^{\mathbb{Z}/2} \). We let \( \mathbb{Z}_+ \) denote the set of non-negative integers. When \( S \) is a set, we use the symbol \( M_S \) to indicate the set of square matrices whose rows and columns are indexed by elements in \( S \).

2.1. Finite spaces. Throughout the article, let \( X \) be a finite \( T_0 \)-space, that is, a finite topological space in which no two different points have the same open neighbourhood filter. For a subset \( Y \) of \( X \), we let \( \overline{Y} \) denote the closure of \( Y \) in \( X \), and we let \( \partial Y \) denote the boundary \( \overline{Y} \setminus Y \) of \( Y \). Since \( X \) is a finite space, there exists a smallest open subset \( Y \) of \( X \) containing \( Y \). We let \( \partial Y \) denote the set \( \overline{Y} \setminus Y \).

For \( x, y \in X \) we write \( x \leq y \) when \( \{x\} \subseteq \{y\} \), and \( x < y \) when \( x \leq y \) and \( x \neq y \). We write \( y \to x \) when \( x < y \) and no \( z \in X \) satisfies \( x < z < y \). The following lemma is straightforward to verify.

**Lemma 2.1.** For an element \( x \in X \), the following hold:

(1) An element \( y \in X \) satisfies \( y \to x \) if and only if \( y \) is a closed point of \( \partial \{x\} \).
(2) We have \( \partial(x) = \bigcup_{y \to x} \{y\} \), and consequently \( \partial(x) \) is open.

(3) An element \( y \in X \) satisfies \( x \leq y \) if and only if there exists a finite sequence \((z_k)_{k=1}^n \) in \( X \) such that \( z_{k+1} \to z_k \) for \( k = 1, \ldots, n-1 \) where \( z_1 = x, z_n = y \).

We call a sequence \((z_k)_{k=1}^n \) as in Lemma 2.1(3) a path from \( y \) to \( x \). We denote by \( \text{Path}(y, x) \) the set of paths from \( y \) to \( x \). Thus Lemma 2.1(3) can be rephrased as follows: two points \( x, y \in X \) satisfy \( x \leq y \) if and only if there exists a path from \( y \) to \( x \). Such a path is not unique in general. Two points \( x, y \in X \) satisfy \( y \to x \) if and only if \((x, y)\) is a path from \( y \) to \( x \); in this case, there are no other paths from \( y \) to \( x \).

2.2. \( \mathcal{C}^* \)-algebras over finite spaces. Recall from [12], that a \( \mathcal{C}^* \)-algebra \( A \) over \( X \) is a \( \mathcal{C}^* \)-algebra \( A \) equipped with a continuous map \( \text{Prim}(A) \to X \) or, equivalently, an infima- and suprema-preserving map \( \mathbb{O}(X) \to \mathbb{I}(A), U \mapsto A(U) \) mapping open subsets in \( X \) to (closed, two-sided) ideals in \( A \) (in particular, one has \( A(\emptyset) = 0 \) and \( A(X) = A \)). The \( \mathcal{C}^* \)-algebra \( A \) is called tight over \( X \) if this map is a lattice isomorphism. A \( \ast \)-homomorphism \( \varphi: A \to B \) for \( \mathcal{C}^* \)-algebras \( A \) and \( B \) over \( X \) is called \( X \)-equivariant if \( \varphi(A(U)) \subseteq B(U) \) for all \( U \in \mathbb{O}(X) \). The category of \( \mathcal{C}^* \)-algebras over \( X \) and \( X \)-equivariant \( \ast \)-homomorphisms is denoted by \( \mathcal{C}^* \text{alg}(X) \).

Let \( \mathbb{L}(X) \) denote the set of locally closed subsets of \( X \), that is, subsets of the form \( U \setminus V \) with \( U \) and \( V \) open subsets of \( X \) satisfying \( V \subseteq X \). For \( Y \in \mathbb{L}(X) \), and \( U, V \in \mathbb{O}(X) \) satisfying that \( Y = U \setminus V \) and \( U \supseteq V \), we define \( A(Y) = A(U)/A(V) \), which up to natural isomorphism is independent of the choice of \( U \) and \( V \) (see [12, Lemma 2.15]). For a \( \mathcal{C}^* \)-algebra \( A \) over \( X \), the \( \mathbb{Z}/2 \)-graded abelian group \( \text{FK}_Y^\ast(A) \) is defined as \( K_{\ast}(A(Y)) \) for all \( Y \in \mathbb{L}(X) \). Thus \( \text{FK}_Y^\ast \) is a functor from \( \mathcal{C}^* \text{alg}(X) \) to the category \( \mathbb{Ab}^{\mathbb{Z}/2} \) of \( \mathbb{Z}/2 \)-graded abelian groups; compare [12, §2].

**Definition 2.2.** Let \( Y \in \mathbb{L}(X) \), \( U \subseteq Y \) be open and set \( C = Y \setminus U \). A pair \((U, C)\) obtained in this way is called a boundary pair. The natural transformations occurring in the six-term exact sequence in K-theory for the distinguished subquotient inclusion associated to \( U \subseteq Y \) are denoted by \( i_U^Y, \delta_C^Y \) and \( r_C^Y \):

\[
\begin{array}{ccc}
\text{FK}_U & \xrightarrow{i_U^Y} & \text{FK}_Y^\ast \\
\delta_C^Y \downarrow & & \downarrow r_C^Y \\
\text{FK}_C^* & & 
\end{array}
\]

**Lemma 2.3.** Let \((U, C)\) be a boundary pair and let \( V \subseteq U \) be an open subset. The following relations hold:

(1) \( \delta_C^U \delta_V^Y = 0 \);
(2) \( i_V^U r_C^Y = i_U^Y \).

**Proof.** The first statement follows from the exactness of the six-term sequence in K-theory. The second statement already holds for the ideal inclusions inducing the relevant maps on K-theory. \( \square \)

2.3. Graph \( \mathcal{C}^* \)-algebras. We follow the notation and definition for graph \( \mathcal{C}^* \)-algebras of Iain Raeburn’s monograph [14]; this is also our reference for basic facts about graph \( \mathcal{C}^* \)-algebras. All graphs are assumed to be countable and to satisfy
Condition (K), hence all considered graph $C^*$-algebras are separable and of real rank zero [11, Theorem 2.5].

**Definition 2.4.** Let $E = (E^0, E^1, s, r)$ be a countable directed graph. The *graph $C^*$-algebra* $C^*(E)$ is defined as the universal $C^*$-algebra generated by a set of mutually orthogonal projections $\{p_v \mid v \in E^0\}$ and a set $\{s_e \mid e \in E^1\}$ of partial isometries satisfying the relations

- $s^*_es_f = 0$ if $e, f \in E^1$ and $e \neq f$,
- $s^*_es_e = p_{s(e)}$ for all $e \in E^1$,
- $s_es_e^* \leq p_{r(e)}$ for all $e \in E^1$, and,
- $p_v = \sum_{e \in r^{-1}(v)} s_es_e^*$ for all $v \in E^0$ with $0 < |r^{-1}(v)| < \infty$.

The graph $C^*$-algebra $C^*(E)$ is a Cuntz–Krieger algebra if and only if the graph $E$ is finite with no sources, see [21].

**Definition 2.5.** Let $E$ be a directed graph. An edge $e \in E^1$ in $E$ is called a *loop* if $s(e) = r(e)$. A vertex $v \in E^0$ in $E$ is called *regular* if $r^{-1}(v)$ is finite and nonempty.

If all vertices in $E$ support two loops, then $C^*(E)$ is purely infinite, see [11, Theorem 2.3].

**Definition 2.6.** Let $E$ be a directed graph. A *path of length* $n$ in $E$ is a finite sequence $e_1 \cdots e_n$ of edges $e_i \in E^1$ with $s(e_i) = r(e_{i+1})$ for all $i$. Vertices in $E$ are regarded as *paths of length* 0. A path $e_1 \cdots e_n$ is called a *return path* if $r(e_i) \neq r(e_1)$ for all $i \neq 1$.

For vertices $v, w$ in $E$, we write $v \geq w$ if there is a path in $E$ from $v$ to $w$, i.e., a path $e_1 \cdots e_n$ with $s(e_n) = v$ and $r(e_1) = w$. In particular, $v \geq v$ for all $v \in E^0$.

**Definition 2.7.** Let $E$ be a directed graph. Let $H$ be a subset of $E^0$. The subset $H$ is called *saturated* if $s(r^{-1}(v)) \subseteq H$ implies $v \in H$ for all regular vertices $v$ in $E$. When $H$ is saturated, we let $I_H$ denote the ideal in $C^*(E)$ generated by $\{p_v \mid v \in H\}$. The subset $H$ is called *hereditary* if for all $w \in H$ and $v \in E^0$, $v \geq w$ implies $v \in H$.

A vertex $v \in E^0$ in $E$ is called a *breaking vertex* with respect to the saturated hereditary subset $H$ if $s(r^{-1}(v)) \cap H$ is infinite and $s(r^{-1}(v)) \setminus H$ is finite and nonempty.

**Definition 2.8.** Let $E$ be a directed graph. We say that $E$ satisfies *Condition (K)* if for all edges $v \in E^0$ in $E$, either there is no path of positive length in $E$ from $v$ to $v$ or there are at least two distinct return paths of positive length in $E$ from $v$ to $v$. We call $E$ *row-finite* when $r^{-1}(v)$ is finite for all $v \in E^0$.

When $E$ satisfies Condition (K) and no saturated hereditary subsets in $E^0$ have breaking vertices, then the map $H \mapsto I_H$ defines a lattice isomorphism between the saturated hereditary subsets in $E^0$ and the ideals in $C^*(E)$, see [9, Theorem 3.5].

### 3. Reduced filtered K-theory

In this section we introduce the functor $FK_\mathbb{Z}$ which (for real-rank-zero $C^*$-algebras) is equivalent to the reduced filtered K-theory defined by Gunnar Restorff in [15].
Definition 3.1. Let $\mathcal{R}$ denote the universal pre-additive category generated by objects $x_1, \partial x_0, \tilde{x}_0$ for all $x \in X$ and morphisms $\delta_{x_1}^\partial$ and $i_{x_0}$ for all $x \in X$, and $i_{y_0}^{-}$ when $y \to x$, subject to the relations

\begin{equation}
\delta_{x_1}^\partial i_{x_0} = 0
\end{equation}

\begin{equation}
i_p i_{y_0}^{-} = i_q i_{y_0}^{-}
\end{equation}

for all $x \in X$, all $y \in X$ satisfying $y > x$, and all paths $p, q \in \text{Path}(y, x)$, where for a path $p = (z_k)_{k=1}^n$ in $\text{Path}(y, x)$, we define $y(p) = z_2$, and

\[i_p = i_{\tilde{z}_{n-1}}^{\partial x_0} i_{\tilde{z}_{n-1}}^{-} \cdots i_{\tilde{z}_2}^{\partial x_0} i_{\tilde{z}_2}^{-} .\]

Here subscripts indicate domains of morphisms and superscripts indicate codomains.

Definition 3.4 (Reduced filtered K-theory). The functor

\[\FKR : \text{C}^* \text{-alg}(X) \to \text{Mod}(\mathcal{R})\]

is defined as follows: For a $C^*$-algebra $A$ over $X$ and $x \in X$, we define

\[\FKR(A)(x_1) = \FKR^1(A)\]
\[\FKR(A)(\partial x_0) = \FKR^0(A)\]
\[\FKR(A)(\tilde{x}_0) = \FKR^0(A)\]

using the notation from Definition 2.1 and for a morphism $\eta$ in $\mathcal{R}$, we set $\FKR(A)(\eta)$ to be the corresponding map constructed in Definition 2.2. On an $X$-equivariant $*$-homomorphism, $\FKR$ acts in the obvious way dictated by its entry functors $\FKY$. It follows from Lemma 2.3 that the functor $\FKR$ indeed takes values in $\mathcal{R}$-modules.

Remark 3.5. We would like to make the reader aware of the following slight subtlety. It may happen that $\tilde{\partial}\{x\} = \{\tilde{y}\}$ for two points $x, y \in X$. But, if $M$ is an exact $\mathcal{R}$-module in the sense of the definition below, then the map $\tilde{i}_{y_0} : M(\tilde{y}_0) \to M(\tilde{x}_0)$ is an isomorphism. More generally, if $\tilde{\partial}\{x\}$ decomposes as a disjoint union $\bigsqcup_{i=1}^n \{\tilde{y}_i\}$, then there is an isomorphism $\bigoplus_{i=1}^n M(\tilde{y}_i) \to M(\tilde{x}_0)$.

Definition 3.6. For an element $x$ in $X$, let $\text{DP}(x)$ denote the set of pairs of distinct paths $(p, q)$ in $X$ to $x$ and from some common element which is denoted by $s(p, q)$. An $\mathcal{R}$-module $M$ is called exact if the sequences

\begin{equation}
M(x_1) \xrightarrow{i_{x_0}} M(\tilde{x}_0) \xrightarrow{i_{x_0}^{-}} M(\tilde{x}_0)
\end{equation}

\begin{equation}
\bigoplus_{(p, q) \in \text{DP}(x)} M(s(p, q)) \xrightarrow{(i_p, i_q)} \bigoplus_{y \to x} M(\tilde{y}_0) \xrightarrow{(i_{y_0}^{-})} M(\tilde{x}_0) \to 0
\end{equation}

are exact for all $x \in X$. 

Lemma 3.9. Let $A$ be a $C^*$-algebra over $X$ with real rank zero. Let $Y$ be an open subset of $X$ and let $(U_i)_{i \in I}$ be an open covering of $Y$ satisfying $U_i \subseteq Y$ for all $i \in I$. Then the following sequence is exact:

$$
\bigoplus_{i,j \in I} FK^0_{U_i \cap U_j}(A) \xrightarrow{(i_{U_i \cap U_j},-j_{U_i \cap U_j})} \bigoplus_{i \in I} FK^0_{U_i}(A) \xrightarrow{(i^*_{U_i})} FK^0_Y(A) \longrightarrow 0.
$$

Proof. Using an inductive argument as in [3] Proposition 1.3, we can reduce to the case that $I$ has only two elements. In this case, exactness follows from a straightforward diagram chase using the exact six-term sequences of the involved ideal inclusions. Here we use that the exponential map $FK^0_{V \setminus U}(A) \to FK^0_U(A)$ vanishes for every closed subset $U$ of a locally closed subset $V$ of $X$ if $A$ has real rank zero [5] Theorem 3.14. \hfill \Box

Corollary 3.10. Let $A$ be a $C^*$-algebra over $X$ with real rank zero. Then $FK_R(A)$ is an exact $R$-module.

Proof. We verify the exactness of the desired sequences in $FK_R(A)$. The sequence (3.7) is exact since it is part of the six-term sequence associated to the open inclusion $\partial\{x\} \subseteq \{\tilde{x}\}$. To prove exactness of the sequence (3.8), we apply the previous lemma to the covering $(\{\tilde{y}\})_{y \to x}$ of $Y = \partial\{x\}$ and get the exact sequence

$$
\bigoplus_{y \to x,y' \to x} FK^0_{y \cap \{\tilde{y}'\}}(A) \xrightarrow{\left(\begin{array}{c} i_{y \cap \{\tilde{y}'\}} \\ - \iota_{y \cap \{\tilde{y}'\}} \end{array}\right)} \bigoplus_{y \to x} FK^0_{y}(A) \xrightarrow{\left(\begin{array}{c} \iota_{\delta\{x\}}(y) \\ \iota_{\delta\{x\}}(y') \end{array}\right)} FK^0_{\delta\{x\}}(A) \longrightarrow 0.
$$

Another application of the previous lemma shows that $\bigoplus_{(p,q) \in DP(x)} FK^0_{s(p,q) \cap \{\tilde{y}'\}}(A)$ subjects onto $\bigoplus_{y \to x,y' \to x} FK^0_{y \cap \{\tilde{y}'\}}(A)$ in a way making the obvious triangle commute. This establishes the exact sequence (3.8). \hfill \Box

4. RANGE OF REDUCED FILTERED $K$-THEORY

In this section, we determine the range of reduced filtered $K$-theory with respect to the class of purely infinite graph $C^*$-algebras and, by specifying appropriate additional conditions, on the subclass of purely infinite Cuntz–Krieger algebras. First, we recall relevant definitions and properties of graph $C^*$-algebras, and explain how one can determine, for a graph $E$, whether the graph $C^*$-algebra $C^*(E)$ can be regarded as a (tight) $C^*$-algebra over a given finite space $X$. We also introduce a formula from [6] for calculating reduced filtered $K$-theory of a graph $C^*$-algebra using the adjacency matrix of its defining graph. Finally, Proposition 4.3 in conjunction with Theorem 1.3 constitutes the desired range-of-invariant result.

4.1. Calculating reduced filtered $K$-theory of a graph $C^*$-algebra. Let $E$ be a countable graph and assume that all vertices in $E$ are regular and support at least two loops. Then $E$ satisfies Condition (K) and has no breaking vertices, so since all subsets of $E^0$ are saturated, the map $H \to I_H$ defines a lattice isomorphism from the hereditary subsets of $E^0$ to the ideals of $C^*(E)$. Given a map $\psi : E^0 \to X$
A more general formula is given in [6] for the case where \( E < z \) whenever \( \psi \). Then \( F_k \) with \( \psi \) will be needed in §5.

Define for each subset \( F \subseteq X \) a matrix \( D_F \in M_{\psi^{-1}(F)}(\mathbb{Z}_+) \) as \( D_F = A_F - 1 \), where \( A_F(v,w) \) is defined for \( v,w \in \psi^{-1}(F) \) by

\[
A_F(v,w) = \# \{ e \in E^1 \mid r(e) = v, s(e) = w \},
\]

the number of edges in \( E \) from \( w \) to \( v \); here \( 1 \) denotes the identity matrix. For subsets \( S_1, S_2 \subseteq F \), we let \( D_F[S_2, S_1] \) denote the \( S_1 \times S_2 \) matrix given by \( D_F[S_2, S_1](s_1, s_2) = D_F(s_1, s_2) \) for all \( s_1 \in S_1 \) and \( s_2 \in S_2 \).

Note that a given map \( \psi : E^0 \to X \) turns \( C^*(E) \) into a \( C^* \)-algebra over \( X \) if and only if \( D_X^{\psi^{-1}(z)} \) vanishes when \( y \not\leq z \). And if furthermore \( D_X^{\psi^{-1}(z)} \) is non-zero whenever \( y < z \), then \( C^*(E) \) is tight over \( X \) (this condition for tightness is sufficient but not necessary).

Let a map \( \psi : E^0 \to X \) satisfying \( \psi(s(e)) \geq \psi(r(e)) \) for all \( e \in E^1 \) be given. Then \( \text{FK}_X(C^*(E)) \) can be computed in the following way. Let \( Y \in \text{LC}(X) \) and \( U \in \mathcal{O}(Y) \) be given, and define \( C = Y \setminus U \). Then by [6], the six-term exact sequence induced by \( C^*(E)(U) \to C^*(E)(Y) \to C^*(E)(C) \) is naturally isomorphic to the sequence

\[
\begin{align*}
\text{coker } D_U & \longrightarrow \text{coker } D_Y \longrightarrow \text{coker } D_C \\
\ker D_C & \longrightarrow \ker D_Y \longrightarrow \ker D_U
\end{align*}
\]

induced, via the Snake Lemma, by the commuting diagram

\[
\begin{array}{ccc}
\mathbb{Z}^{\psi^{-1}(U)} & \longrightarrow & \mathbb{Z}^{\psi^{-1}(Y)} & \longrightarrow & \mathbb{Z}^{\psi^{-1}(C)} \\
\downarrow D_U & & \downarrow D_Y & & \downarrow D_C \\
\mathbb{Z}^{\psi^{-1}(U)} & \longrightarrow & \mathbb{Z}^{\psi^{-1}(Y)} & \longrightarrow & \mathbb{Z}^{\psi^{-1}(C)}
\end{array}
\]

A more general formula is given in [6] for the case where \( E \) is not row-finite. This will be needed in §5.

When calculating the reduced filtered K-theory of a graph \( C^* \)-algebra, we will denote the maps in the sequence (4.1) by \( \iota, \pi, \text{ and } \Delta \), indexed as the natural transformations \( i, r, \text{ and } \delta \) in Definition 2.2. For a path \( p \) in \( X \), a composite \( \iota_p \) of natural transformations is defined as in Definition 3.1.

4.2. Range of reduced filtered K-theory for graph \( C^* \)-algebras. The following theorem by Søren Eilers, Mark Tomforde, James West and the third named author, determines the range of filtered K-theory over the two-point space \( \{1,2\} \) with \( 2 \to 1 \). To apply it in the proof of Theorem 4.4, we quote it here reformulated for matrices acting from the right (thereby changing column-finiteness to row-finiteness, etc.).
Theorem 4.2 ([10] Propositions 4.3 and 4.7). Let

\[ \begin{array}{ccc}
G_1 & \xrightarrow{\gamma} & G_2 \\
\delta & \downarrow & \gamma' \\
F_3 & \xrightarrow{\epsilon} & 0 \\
\end{array} \]

be an exact sequence \( E \) of abelian groups with \( F_1, F_2, F_3 \) free. Suppose that there exist row-finite matrices \( A \in M_{n_1,n'_1}(\mathbb{Z}) \) and \( B \in M_{n_2,n'_2}(\mathbb{Z}) \) for some \( n_1,n'_1,n_2,n'_2 \in \{1,2,\ldots,\infty\} \) with isomorphisms

\[
\begin{align*}
\alpha_1 &: \text{coker } A \to G_1, & \beta_1 &: \ker A \to F_1, \\
\alpha_3 &: \text{coker } B \to G_3, & \beta_3 &: \ker B \to F_3.
\end{align*}
\]

Then there exist a row-finite matrix \( Y \in M_{n_3,n'_3}(\mathbb{Z}) \) and isomorphisms

\[
\begin{align*}
\alpha_2 &: \text{coker } \begin{pmatrix} A & 0 \end{pmatrix} \to G_2, & \beta_2 &: \ker \begin{pmatrix} A & 0 \end{pmatrix} \to F_2,
\end{align*}
\]

such that the tuple \((\alpha_1,\alpha_2,\alpha_3,\beta_1,\beta_2,\beta_3)\) gives an isomorphism of complexes from the exact sequence

\[
\begin{array}{ccc}
\text{coker } A & \xrightarrow{I} & \text{coker } \begin{pmatrix} A & 0 \end{pmatrix} \\
\downarrow{[\gamma]} & & \downarrow{p} \\
\text{coker } B & \xrightarrow{P} & \text{coker } \begin{pmatrix} A & 0 \end{pmatrix} \\
& & \downarrow{\epsilon'} \\
& & \text{coker } A,
\end{array}
\]

where the maps \( I, I' \) and \( P, P' \) are induced by the obvious inclusions and projections, to the exact sequence \( E \).

If there exist an \( A' \in M_{n'_1,n'_1}(\mathbb{Z}) \) such that \( A'A - 1 \in M_{n'_1,n'_1}(\mathbb{Z}_+) \), then \( Y \) can be chosen such that \( Y \in M_{n_3,n'_3}(\mathbb{Z}_+) \). If furthermore a row-finite matrix \( Z \in M_{n_3,n'_3}(\mathbb{Z}) \) is given, then \( Y \) can be chosen such that \( Y - Z \in M_{n_3,n'_3}(\mathbb{Z}_+) \).

Proposition 4.3. Let \( A \) be a purely infinite graph \( C^* \)-algebra over \( X \). Then \( \text{FK}_R(A) \) is an exact \( R \)-module, and \( \text{FK}^1_{(x)}(A) \) is free for all \( x \in X \). If \( A \) is a purely infinite Cuntz–Krieger algebra over \( X \), then, for all \( x \in X \), the groups \( \text{FK}^1_{(x)}(A) \) and \( \text{FK}^0_{(x)}(A) \) are furthermore finitely generated, and the rank of \( \text{FK}^1_{(x)}(A) \) coincides with the rank of the cokernel of the map \( i \frac{[x]}{\delta(x)} : \text{FK}^0_{\delta(x)}(A) \to \text{FK}^0_{(x)}(A) \).

Proof. Exactness of \( \text{FK}_R(A) \) is stated in Corollary [10]. The group \( \text{FK}^1_{(x)}(A) \) is free for all \( x \in X \) since the \( K_1 \)-group of a graph \( C^* \)-algebra is free, and a subquotient of a real-rank-zero graph \( C^* \)-algebra is Morita equivalent to a graph \( C^* \)-algebra [14] Theorem 4.9].

Assume that \( A \) is a Cuntz–Krieger algebra. For any Cuntz–Krieger algebra \( B, K_0(B) \) is finitely generated and \( \text{rank } K_0(B) = \text{rank } K_1(B) \). Since a subquotient of a purely infinite Cuntz–Krieger algebra is stably isomorphic to a Cuntz–Krieger algebra, the groups \( \text{FK}^1_{(x)}(A) \) and \( \text{FK}^0_{(x)}(A) \) are finitely generated and
Theorem 4.4. Let \( \text{rank} \FK^1_{\{x\}}(A) = \text{rank} \FK^0_{\{x\}}(A) \) for all \( x \in X \). Since \( A \) has real rank zero, the sequence

\[
\FK^0_{\{i\}}(A) \xrightarrow{\iota(z)} \FK^0_{\{x\}}(A) \xrightarrow{\iota(x)} \FK^0_{\{x\}}(A) \to 0
\]

is exact by [5] Theorem 3.14. Hence

\[
\text{rank} \FK^1_{\{x\}}(A) = \text{rank} \left( \text{coker} \left( \iota(x) : \FK^0_{\{i\}}(A) \to \FK^0_{\{x\}}(A) \right) \right). \quad \Box
\]

Combining Proposition 4.3 with Theorem 4.3, one obtains a complete description of the range of reduced filtered K-theory on purely infinite tight graph \( C^* \)-algebras over \( X \), and on purely infinite tight Cuntz–Krieger algebras over \( X \).

**Theorem 4.4.** Let \( M \) be an exact \( R \)-module with \( M(x_1) \) free for all \( x \in X \). Then there exists a countable graph \( E \) such that all vertices in \( E \) are regular and support at least two loops, the \( C^* \)-algebra \( C^*(E) \) is tight over \( X \) and \( \FK_R(C^*(E)) \) is isomorphic to \( M \). By construction \( C^*(E) \) is purely infinite.

The graph \( E \) can be chosen to be finite if and only if \( M(x_1) \) and \( M(x_0) \) are finitely generated and the rank of \( M(x_1) \) coincides with the rank of the cokernel of \( i: M(\partial x_0) \to M(x_0) \) for all \( x \in X \). If \( E \) is chosen finite, then by construction \( C^*(E) \) is a Cuntz–Krieger algebra.

**Proof.** For each \( x \in X \), we may choose, by [10] Proposition 3.3, a countable, non-empty set \( V_x \), a matrix \( D_x \in M_{V_x}(\mathbb{Z}_+) \) and isomorphisms \( \varphi_{x_1}: M(x_1) \to \ker D_x \) and \( \varphi_{x_0}: M(x_0) \to \ker D_x \), where \( M(x_0) := \text{coker}(M(\partial x_0) \xrightarrow{i} M(x_0)) \). Define \( r^x_{x_0}: M(x_0) \to M(x_0) \) as the cokernel map. Given a matrix \( D \), we let \( E(D) \) denote the graph with adjacency matrix \( D^t \). We may furthermore assume that all vertices in the graph \( E(1 + D_x) \) are regular and support at least two loops. If \( M(x_1) \) and \( M(x_0) \) are finitely generated and the rank of \( M(x_1) \) coincides with the rank of the cokernel of \( i: M(\partial x_0) \to M(x_0) \), then the set \( V_x \) can be chosen to be finite.

For each \( y, z \in X \) with \( y \neq z \) we desire to construct a matrix \( H_{yz}: \mathbb{Z}^{V_z} \to \mathbb{Z}^{V_y} \) with non-negative entries satisfying that \( H_{yz} \) is non-zero if and only if \( y > z \), and satisfying that for each \( x \in X \) there exist isomorphisms \( \varphi_{x_0} \) and \( \varphi_{x_0} \) making the diagrams

\[
M(\tilde{\partial}x_0) \xrightarrow{r^x_{x_0}} M(\tilde{x}_0) \quad \xrightarrow{r^x_{x_0}} M(x_0)
\]

\[
M(x_1) \xrightarrow{r_{x_0}} \ker D_x \quad \xrightarrow{r_{x_0}} \ker D_x
\]

\[
M(\tilde{x}_0) \xrightarrow{r^x_{x_0}} M(x_0) \quad \xrightarrow{r^x_{x_0}} M(x_0)
\]

\[
M(x_1) \xrightarrow{r_{x_0}} \ker D_x \quad \xrightarrow{r_{x_0}} \ker D_x
\]

\[
M(\tilde{\partial}x_0) \xrightarrow{r^x_{x_0}} M(\tilde{x}_0) \quad \xrightarrow{r^x_{x_0}} M(x_0)
\]

\[
M(x_1) \xrightarrow{r_{x_0}} \ker D_x \quad \xrightarrow{r_{x_0}} \ker D_x
\]

\[
M(\tilde{x}_0) \xrightarrow{r^x_{x_0}} M(x_0) \quad \xrightarrow{r^x_{x_0}} M(x_0)
\]

\[
M(x_1) \xrightarrow{r_{x_0}} \ker D_x \quad \xrightarrow{r_{x_0}} \ker D_x
\]

\[
M(\tilde{x}_0) \xrightarrow{r^x_{x_0}} M(x_0) \quad \xrightarrow{r^x_{x_0}} M(x_0)
\]

\[
M(x_1) \xrightarrow{r_{x_0}} \ker D_x \quad \xrightarrow{r_{x_0}} \ker D_x
\]

\[
M(\tilde{x}_0) \xrightarrow{r^x_{x_0}} M(x_0) \quad \xrightarrow{r^x_{x_0}} M(x_0)
\]

\[
M(x_1) \xrightarrow{r_{x_0}} \ker D_x \quad \xrightarrow{r_{x_0}} \ker D_x
\]

\[
M(\tilde{x}_0) \xrightarrow{r^x_{x_0}} M(x_0) \quad \xrightarrow{r^x_{x_0}} M(x_0)
\]

\[
M(x_1) \xrightarrow{r_{x_0}} \ker D_x \quad \xrightarrow{r_{x_0}} \ker D_x
\]
and

\[(4.6)\]

\[
\begin{array}{c}
M(\gamma_0) \\
c^\gamma_0 \downarrow \\
\text{ker } D_{\gamma}^{\gamma} \ang{y} \downarrow \\
\text{ker } D_{\gamma}^{\gamma} \ang{x} \\
\text{ker } D_{\gamma}^{\gamma} \ang{x} \downarrow \\
\text{ker } D_{\gamma}^{\gamma} \ang{y} \\
\end{array}
\]

\[
\begin{array}{c}
M(\partial x_0) \\
\text{coker } D_{\partial }^{\partial} \ang{y} \downarrow \\
\text{coker } D_{\partial }^{\partial} \ang{x} \\
\text{coker } D_{\partial }^{\partial} \ang{x} \downarrow \\
\text{coker } D_{\partial }^{\partial} \ang{y} \\
\text{coker } D_{\partial }^{\partial} \ang{y} \\
\end{array}
\]

commute when \( y \to x \), where \( D_F \in M_{V_F}(\mathbb{Z}_+) \) for each \( F \subseteq X \) is defined as

\[
D_F(v, w) = \begin{cases} 
D_x(v, w) & v, w \in V_x \\
H_{yz}(v, w) & v \in V_y, w \in V_x, x \neq y
\end{cases}
\]

with \( V_F = \bigcup_{y \in F} V_y \). The constructed graph \( E(D_X + 1) \) then has the desired properties.

We proceed by a recursive argument, by adding to an open subset an open point in the complement. Given \( U \in \mathcal{O}(X) \), assume that for all \( z, y \in U \), the matrices \( H_{yz} \) and isomorphisms \( \varphi_{\partial y_0} \) and \( \varphi_{y_0} \) have been defined and satisfy that the diagrams \([4.5]\) and \([4.6]\) commute for all \( x, y \in U \) with \( y \to x \). Let \( x \) be an open point in \( X \setminus U \) and let us construct isomorphisms \( \varphi_{\partial x_0} \) and \( \varphi_{x_0} \), and for all \( y \in \partial(x) \) non-zero matrices \( H_{xy} \), making the diagrams \([4.5]\) and \([4.6]\) commute.

Consider the commuting diagram

\[
\begin{array}{c}
\bigoplus_{(p, q) \in \text{DP}(x)} M(s(p, q)) \ang{y} \xrightarrow{(i_y - i_q)} \bigoplus_{(p, q) \in \text{DP}(x)} M(\gamma_0) \ang{y} \\
\downarrow_{(\varphi_{s(p, q)})} \downarrow_{(\varphi_{\gamma_0})} \\
\bigoplus_{(p, q) \in \text{DP}(x)} \text{coker } D_{s(p, q)} \ang{y} \xrightarrow{(i_y - i_q)} \bigoplus_{(p, q) \in \text{DP}(x)} \text{coker } D_{\gamma} \ang{y} \xrightarrow{(i_y - i_q)} \text{coker } D_{\gamma} \ang{y} \xrightarrow{(i_y - i_q)} \bigoplus_{(p, q) \in \text{DP}(x)} \text{coker } D_{s(p, q)} \ang{y} \\
\end{array}
\]

\[
\begin{array}{c}
M(\partial x_0) \\
\text{coker } D_{\partial }^{\partial} \ang{y} \downarrow \\
\text{coker } D_{\partial }^{\partial} \ang{x} \\
\text{coker } D_{\partial }^{\partial} \ang{x} \downarrow \\
\text{coker } D_{\partial }^{\partial} \ang{y} \\
\text{coker } D_{\partial }^{\partial} \ang{y} \\
\end{array}
\]

\[
\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}
\]

The top row is exact by exactness of \( M \), and the bottom row is exact by exactness of \( \text{FK}(\mathbb{C}^*(E(1 + D_{\partial x})) \). An isomorphism \( \varphi_{\partial x_0} : M(\partial x_0) \to \text{coker } D_{\partial} \ang{x} \) is therefore induced. By construction, \([4.6]\) commutes for all \( y \to x \).
Now consider the commuting diagram

\[
\begin{array}{ccc}
M(\tilde{\partial}x_0) & \xrightarrow{i_{\tilde{\partial}x_0}} & M(\tilde{x}_0) & \xrightarrow{r_{\tilde{x}_0}} & M(x_0) \\
\downarrow{\phi_{\tilde{x}_0}} & & \downarrow{\phi_{x_0}} & & \\
coker D_{\tilde{\partial}\{x\}} & \xrightarrow{\sim} & M(\tilde{x}_0) & \xrightarrow{0} & coker D_x \\
\downarrow{e_{x_1}} & & \downarrow{I} & & \downarrow{0} \\
M(x_1) & \xrightarrow{\phi_{x_1}} & coker D_x & \xrightarrow{\phi_{\tilde{x}_0}} & coker D_{\tilde{\partial}\{x\}} \\
\end{array}
\]

with the maps in the inner sequence being the unique maps making the squares commute, and where a free group \(F\) and maps into and out of it have been chosen so that the inner six-term sequence is exact. Apply Theorem 4.2 to the inner six-term exact sequence to get non-zero matrices \(H_{yx}\) for all \(y \in \partial\{x\}\) realizing the sequence, that is, making (4.5) commute.

Finally, we note that the constructed graph algebra \(C^*(E(D_X + 1))\) is purely infinite by [11, Theorem 2.3] since all vertices in \(E(D_X + 1)\) are regular and support two loops. Since the graph \(E(D_X + 1)\) has no sinks or sources, the graph algebra \(C^*(E(D_X + 1))\) is a Cuntz–Krieger algebra when \(E(D_X + 1)\) is finite.

Combining the previous theorem with Restorff’s classification of purely infinite Cuntz–Krieger algebras [15], we obtain the following description of stable isomorphism classes of purely infinite Cuntz–Krieger algebras.

**Corollary 4.7.** The functor \(FK_R\) induces a bijection between the set of stable isomorphism classes of tight purely infinite Cuntz–Krieger algebras over \(X\) and the set of isomorphism classes of exact \(R\)-modules \(M\) such that, for all \(x \in X\), \(M(x_1)\) is free, \(M(x_1)\) and \(M(\tilde{x}_0)\) are finitely generated, and the rank of \(M(x_1)\) coincides with the rank of the cokernel of the map \(i_{\tilde{x}_0} : M(\tilde{\partial}x_0) \to M(\tilde{x}_0)\).

## 5. Unital reduced filtered K-theory

Anticipating a generalization of the main result in [14] accounting for actual isomorphisms rather than stable isomorphisms, we also provide a ‘unital’ version of our range result. Depending on the space \(X\), the group \(K_0(A)\) may not be part of the invariant \(FK_R(A)\). This slightly complicates the definition of unital reduced filtered K-theory.

For \(x, x' \in X\), we let \(\text{inf}(x, x')\) denote the set \(\{y \in X \mid y \to x, y \to x'\}\).

**Definition 5.1.** The category \(\mathcal{Mod}(R)^{pt}\) of pointed \(R\)-modules is defined to have objects given by pairs \((M, m)\) where \(M\) is an \(R\)-module and

\[
m \in \text{coker} \left( \bigoplus_{x, x' \in X} \bigoplus_{y \in \text{inf}(x, x')} \begin{pmatrix} \frac{\partial x_0}{\partial y_0} \tilde{x}_0 & -\frac{\partial x_0}{\partial y_0} \tilde{x}_0' \end{pmatrix} M(y_0) \bigoplus_{x \in X} M(\tilde{x}_0) \right),
\]

and a morphism \( \varphi: (M, m) \to (N, n) \) is an \( \mathcal{R} \)-module homomorphism from \( M \) to \( N \) whose induced map on the cokernels sends \( m \) to \( n \).

**Theorem 5.5.** Using this and the formula of [6], see §4.1, the unital reduced filtered K-theory of a unital graph \( \mathcal{G} \) is unital if and only if its underlying graph \( \mathcal{H} \) is unital.

**Lemma 5.2.** Let \( A \) be a unital \( C^\ast \)-algebra over \( X \) of real rank zero, and let \( U \in \mathcal{O}(X) \). Then the sequence

\[
\bigoplus_{x, x' \in U \atop y \in \text{inf}(x, x')} \text{FK}_0^0(A)_{(x)} \xrightarrow{\begin{bmatrix} i(x) & -i(x') \\ i(y) & -i(y) \end{bmatrix}} \bigoplus_{x \in U} \text{FK}_0^0(A)_{(x)} \xrightarrow{(i_{(x)})} \text{FK}_U^0(A) \to 0
\]

is exact.

**Proof.** This follows from a twofold application of Lemma 3.9 using that \( U \) is covered by \( \{(x)\}_x \) and that \( \{x\} \cap \{x'\} \) is covered by \( \{(y)\}_y \in \text{inf}(x, x') \).

**Definition 5.3.** Let \( A \) be a unital \( C^\ast \)-algebra over \( X \) with real rank zero. The unital reduced filtered K-theory \( \text{FK}^\text{unit}_\mathcal{R}(A) \) is defined as the pointed \( \mathcal{R} \)-module \( (\text{FK}_\mathcal{R}(A), u(A)) \) where \( u(A) \) is the unique element in

\[
\text{coker}\left( \bigoplus_{x, x' \in X \atop y \in \text{inf}(x, x')} \text{FK}_0^0(A)_{(x)} \xrightarrow{\begin{bmatrix} i(x) & -i(x') \\ i(y) & -i(y) \end{bmatrix}} \bigoplus_{x \in X} \text{FK}_0^0(A)_{(x)} \right)
\]

that is mapped to \( [1_A] \in \text{K}_0(A) \) by the map induced by the family \( \text{FK}_0^0(A)_{(x)} \xrightarrow{(i_{(x)})} \text{FK}_0^0(A) \) \( x \in X \), see Lemma 5.2.

**Lemma 5.4.** Let \( A \) and \( B \) be \( C^\ast \)-algebras over \( X \) of real rank zero, and let \( U \in \mathcal{O}(X) \). Let a family of isomorphisms \( \varphi_0^0: \text{FK}_0^0(B)_{(x)} \to \text{FK}_0^0(A)_{(x)}, x \in U \) be given and assume that \( \varphi_{(y)}^0 \begin{bmatrix} i(x) \\ y \end{bmatrix} = \begin{bmatrix} i(x) \\ y \end{bmatrix} \varphi_{(x)}^0 \) holds for all \( x, y \in U \) with \( y \to x \). Then \( \varphi_{(x)}^0 \) can be uniquely extended to a family of isomorphisms \( \varphi_{(y)}^0: \text{FK}_0^0(A) \to \text{FK}_0^0(B), Y \in \mathcal{L}(U) \), that commute with the natural transformations \( i \) and \( r \).

**Proof.** We may assume that \( U = X \). The part of the construction in the proof [17, Theorem 5.17] that involves only groups in even degree makes sense when \( X \) is an arbitrary finite \( T_0 \)-space and implies the present claim as a corollary.

For a unital graph \( C^\ast \)-algebra \( C^\ast(E) \), the class of the unit \([1_{C^\ast(E)}] \) in \( K_0(C^\ast(E)) \) is sent, via the canonical isomorphism \( K_0(C^\ast(E)) \to \text{coker} \mathcal{D}_E \), to the class \([1] = (1 \ 1 \ \cdots \ 1) + \text{im} \mathcal{D}_E \), where \( 1 + \mathcal{D}_E \) denotes the adjacency matrix for \( E \), [17, Theorem 2.2]. Using this and the formula of [6], see [17], the unital reduced filtered K-theory of a unital graph \( C^\ast \)-algebra can be calculated. A graph \( C^\ast \)-algebra \( C^\ast(E) \) is unital if and only if its underlying graph \( E \) has finitely many vertices. So by the formula of [6], a unital graph \( C^\ast \)-algebra and its subquotients always have finitely generated K-theory.

**Theorem 5.5.** Let \( X \) be a finite \( T_0 \)-space, and let \( (M, m) \) be an exact pointed \( \mathcal{R} \)-module. Assume that for all \( x \in X \), \( M(x) \) is a free abelian group,

\[
\text{coker}(M(\partial x_0) \xrightarrow{i_{x_0}} M(x_0))
\]
is finitely generated, and \( \text{rank } M(x_1) \leq \text{rank } \text{coker}(\widetilde{M(\partial x_0)} \xrightarrow{i_{x_0}} M(\bar{x}_0)). \)

Then there exists a countable graph \( E \) such that all vertices in \( E \) support at least two loops, the set \( E^0 \) is finite, the \( \mathcal{C}^* \)-algebra \( \mathcal{C}^*(E) \) is tight over \( X \) and the pointed \( R \)-module \( \text{FK}_R^{\text{unit}}(\mathcal{C}^*(E)) \) is isomorphic to \((M, m)\). By construction \( \mathcal{C}^*(E) \) is unital and purely infinite.

The graph \( E \) can be chosen such that all of its vertices are regular if and only if the rank of \( M(x_1) \) coincides with the rank of the cokernel of \( i_{x_0}^*: M(\partial x_0) \to M(\bar{x}_0) \) for all \( x \in X \). If \( E \) is chosen to have regular vertices, then by construction \( \mathcal{C}^*(E) \) is a Cuntz–Krieger algebra.

**Proof.** The proof is carried out by the same strategy as the proof of Theorem 4.4. However, we here construct graphs that may have singular vertices. We refer to [6] for the formula for calculating six-term exact sequences in K-theory for such graph \( \mathcal{C}^* \)-algebras.

By Theorem 4.4 there exists a \( \mathcal{C}^* \)-algebra \( B \) of real rank zero with \( M \cong \text{FK}_R(B) \), so we may assume that \( M = \text{FK}_R(B) \). Since, by Lemma 5.2,

\[
\text{coker} \left( \bigoplus_{y \in \text{inf}(x, x')} M(\widetilde{y}) \xrightarrow{(\tilde{x}_0, \tilde{e}_0)} \bigoplus_{x \in X} M(\bar{x}, 0) \right)
\]

is isomorphic to \( \text{FK}^0_X(B) = K_0(B) \), we may identify \( m \) with its image in \( \text{FK}^0_X(B) \) but note that this image may not be \([1_B]\).

The construction is similar to the construction in the proof of Theorem 4.4. Let \( x_1 \) be an open point in \( X \) and define \( U_1 = \{x_1\} \). Define \( U_k \) recursively by choosing an open point \( x_k \) in \( X \setminus U_{k-1} \) and defining \( U_k = U_{k-1} \cup \{x_k\} \). Let \( C_k \) denote the largest subset of \( U_k \) that is closed in \( X \). Observe that

\[
C_k = X \setminus \bigcup_{y \in \text{CP}(X) \setminus U_k} \{y\}
\]

where \( \text{CP}(X) \) denotes the closed points in \( X \). And observe that if \( x_k \) is closed in \( X \) then \( C_k \setminus C_{k-1} \subseteq \{x_k\} \) and \( C_k \setminus \{x_k\} = C_{k-1} \), and otherwise \( C_k = C_{k-1} \). Define for all closed subsets \( C \) of \( X \) the element \( m_C \) of \( \text{FK}^0_C(B) \) as the image of \( m \) under \( \varphi: \text{FK}^0_X(B) \to \text{FK}^0_C(B) \).

For each \( x \) not closed in \( X \), choose by Proposition 3.6 of [10] a graph \( E_x \) that is transitive, has finitely many vertices that all support at least two loops, and such that \( K_1(C^*(E_x)) \) is isomorphic to \( \text{FK}^1_{\{x\}}(B) \) and \( K_0(C^*(E_x)) \) is isomorphic to \( \text{FK}^0_{\{x\}}(B) \). Define \( V_{\{x\}} = E_{x}^0 \) and \( V_{\{x\}}' = (E_{x}^0)_{\text{reg}} \), let \( D_{\{x\}} \subseteq M_{V_{\{x\}}}(\mathbb{Z}_+ \cup \{\infty\}) \) such that \( 1 + D_{\{x\}}' \) is the adjacency matrix for \( E_x \), and let \( D_{\{x\}}' \) denote the \( V_{\{x\}}' \times V_{\{x\}} \) matrix defined by \( D_{\{x\}}'(v, w) = D_{\{x\}}(v, w) \). If \( \text{rank } \text{FK}^1_{\{x\}}(B) = \text{rank } \text{FK}^0_{\{x\}}(B) \) then \( V_{\{x\}} = V_{\{x\}}' \). Let isomorphisms \( \varphi_{\{x\}}^1: \text{FK}^1_{\{x\}}(B) \to \ker D_{\{x\}} \) and \( \varphi_{\{x\}}^0: \text{FK}^0_{\{x\}}(B) \to \text{coker } D_{\{x\}}' \) be given. For \( x \) closed in \( X \) we may by Proposition 3.6 of [10] choose \( E_x \) and \( \varphi^0_{\{x\}} \) such that furthermore \( \varphi^0_{\{x\}}(m_{\{x\}}) = [1] \).

Define

\[
V_U = \bigcup_{x \in U} V_{\{x\}}, V_U' = \bigcup_{x \in U} V_{\{x\}}'
\]

for all \( U \subseteq \text{O}(X) \). As in the proof of Theorem 4.4 we wish to construct for all \( x, y \in X \) with \( x \neq y \), \( V_{\{y\}}' \times V_{\{x\}} \) matrices \( H_{yx} \) over \( \mathbb{Z}_+ \) with \( H_{yx}^{\{x\}} \neq 0 \) if and only if
We then define for \( U \) vertices. By construction, neither will be isomorphisms making the diagram commute and satisfying for all
\[
\begin{align*}
\text{(5.6)} & \quad \text{commutes, and for all } y > x \quad \text{to } x, \\
\text{(5.7)} & \quad \text{commutes, and for all } k \in \{1, \ldots, n\} \quad \text{the isomorphism}
\end{align*}
\]
induced by \((\varphi^0_{\{x\}})_{x \in X}\), see Lemma 5.4, sends \( m_{C_k} \) to \([1]\).

Assume that the matrices \( (H'_{yx})_{y \in \tilde{\partial}(x_i)} \) have been constructed for all \( i < k \). Then isomorphisms \( (\varphi^0_y)_{y \in \partial(C_k \setminus \{x_i\})} \) are induced by Lemma 5.4.

Assume that \( x_k \) is a closed point in \( X \). Since \( D_{C_k \setminus \{x_k\}} \) is already defined, we may define \( 1_{C_k \setminus \{x_k\}} \) as the element in \( Z^1_{C_k \setminus \{x_k\}} \) with
\[
1_{C_k \setminus \{x_k\}}(i) = \begin{cases} 1 & \text{if } i \in V_{C_k \setminus \{x_k\}} \\ 0 & \text{if } i \in V_{(C_k \setminus \{x_k\}) \setminus \{x_k\}}, \end{cases}
\]
Define \( \tilde{m}_{C_k \setminus \{ x_k \}} \) as the preimage of \( 1_{C_k \setminus \{ x_k \}} \) under the isomorphism \( r^{C_k}_{C_k \setminus \{ x_k \}} \). Notice that \( m_{C_k} C_k^{-1} \varepsilon_{C_k} = [1] \) and that, since \( C_k \setminus \{ x_k \} \) is closed in \( C_k \setminus \{ x_k \} \),

\[
\tilde{m}_{C_k \setminus \{ x_k \}} C_k^{-1} C_k^{-1} \varepsilon_{C_k} = \tilde{m}_{C_k \setminus \{ x_k \}} C_k^{-1} \varepsilon_{C_k} = \tilde{m}_{C_k \setminus \{ x_k \}} \varepsilon_{C_k} C_k^{-1} \varepsilon_{C_k} = 1_{C_k \setminus \{ x_k \}} C_k^{-1} \varepsilon_{C_k} = [1],
\]

so by injectivity of the map \( \varepsilon_{C_k} C_k^{-1} \), the element \( m_{C_k} = \tilde{m}_{C_k \setminus \{ x_k \}} C_k \) lies in \( \ker C_k^{-1} = \im C_k \cap \{ x_k \} \). Choose \( \tilde{m}_{C_k \setminus \{ x_k \}} \) in \( \FK^0 \{ C_k \setminus \{ x_k \} \} \) such that

\[
m_{C_k} = m_{C_k \setminus \{ x_k \}} C_k \cap \{ x_k \} + \tilde{m}_{C_k \setminus \{ x_k \}} C_k \setminus \{ x_k \}.
\]

Choose \( \tilde{m}_{\{ x_k \}} \) in \( \FK^0 \{ x_k \} \) such that

\[
\tilde{m}_{\{ x_k \}} C_k \cap \{ x_k \} = \tilde{m}_{C_k \setminus \{ x_k \}}.
\]

Consider the diagram

\[
\begin{array}{cccc}
\FK^0 \{ x_k \} \oplus \FK^0 \{ C_k \setminus \{ x_k \} \} & \xrightarrow{(c_k \setminus \{ x_k \})} & \FK^0 \{ C_k \setminus \{ x_k \} \} & \xrightarrow{\varepsilon_{\{ x_k \}}} & \FK^0 \{ x_k \} \\
\varepsilon_{\{ x_k \}} & \sim & \varepsilon_{\{ x_k \}} & \sim & \varepsilon_{\{ x_k \}} \\
\ker D'_{\{ x_k \}} & \sim & \ker D'_{\partial} & \sim & \ker D'_{\{ x_k \}}
\end{array}
\]

where \( \tilde{m}_{\{ x_k \}} \) is mapped to \( m_{\{ x_k \}} \) which by \( \varepsilon_{\{ x_k \}} \) is mapped to \( [1] \). As in the proof of Theorem 4.4 we apply Theorem 4.2 to construct \( D'_{\{ x_k \}} \) from \( D'_{\partial} \) and \( D'_{\{ x_k \}} \) by constructing nonzero matrices \( H_{y, x_k} \) for all \( y \in \partial \{ x_k \} \). By Proposition 4.8 of 10 we may furthermore achieve that \( m_{\{ x_k \}} \varepsilon_{\{ x_k \}} = [1] \).

That (5.9) and (5.7) hold for \( x_k \) follows immediately from the construction. To verify that the map \( \varepsilon_{\{ x_k \}} \) induced by \( (\varepsilon_{\{ y \}})_{y \in U_k} \) satisfies \( m_{C_k} \varepsilon_{\{ x_k \}} = [1] \), observe that the map \( \varepsilon_{\{ x_k \}} \) induced by \( \varepsilon_{\{ x_k \}} \) will map \( \tilde{m}_{C_k \setminus \{ x_k \}} \) to \( [1] \), and consider the commuting diagram

\[
\begin{array}{cccc}
\FK^0 \{ C_k \setminus \{ x_k \} \} & \xrightarrow{(\varepsilon_{C_k \setminus \{ x_k \}} \oplus \varepsilon_{C_k \setminus \{ x_k \}})} & \FK^0 \{ C_k \setminus \{ x_k \} \} & \xrightarrow{\varepsilon_{\{ x_k \}}} & \FK^0 \{ x_k \} \\
\varepsilon_{\{ x_k \}} & \sim & (\varepsilon_{C_k \setminus \{ x_k \}} \oplus \varepsilon_{C_k \setminus \{ x_k \}}) & \sim & \varepsilon_{\{ x_k \}} \\
\ker D'_{C_k \setminus \{ x_k \}} \oplus \ker D'_{C_k \setminus \{ x_k \}} & \sim & \ker D'_{C_k \setminus \{ x_k \}} \oplus \ker D'_{C_k \setminus \{ x_k \}}
\end{array}
\]

Since \( \tilde{m}_{C_k \setminus \{ x_k \}} \) and \( \tilde{m}_{C_k \setminus \{ x_k \}} \) are mapped to \( m_{C_k} \) by \( (\varepsilon_{C_k \setminus \{ x_k \}} \oplus \varepsilon_{C_k \setminus \{ x_k \}}) \) and to \( (1_{C_k \setminus \{ x_k \}}, [1]) \) by \( \varepsilon_{C_k \setminus \{ x_k \}} \oplus \varepsilon_{C_k \setminus \{ x_k \}} \), we see by commutativity of the diagram that \( m_{C_k} = [1] \).
For $k$ with $x_k$ not closed in $X$, $C_k$ equals $C_{k-1}$ and a construction similar to the one in the proof of Theorem 4.4 applies. As in the proof of Theorem 4.4, Proposition 4.7 of [10] allows us to make sure that $H_{yx_k} \neq 0$ when $y \in \partial \{x_k\}$.

Finally, we note that the constructed graph algebra $C^*(E(D_X + 1))$ is purely infinite by [11, Theorem 2.3] since all vertices in $E(D_X + 1)$ support two loops and $E(D_X + 1)$ has no breaking vertices. Since the graph $E(D_X + 1)$ has no sinks or sources, the graph algebra $C^*(E(D_X + 1))$ is a Cuntz–Krieger algebra when $E(D_X + 1)$ is finite. □
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